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Abstract:
In this work, a novel distribution called an inverted shifted Gompertz distribution 
by the inverse transformation method is introduced and studied. Some relevant 
characteristics of inverted shifted Gompertz distribution are mathematically and 
statistically discussed. To estimate parameters of an inverted shifted Gompertz 
distribution, some well-known estimation methods, namely LSE, MLE and CVME 
are used. R software is applied for computational purposes. The applicability 
of the proposed model has been illustrated considering a real set of data and 
investigated the goodness-of-fit attained by the inverted shifted Gompertz model 
through various test statistics and graphical methods. We found that the proposed 
novel distribution is more flexible and delivered a better fit in contrast with some 
other selected lifespan models.

Keywords: CVME, Gompertz distribution, Inverted shifted Gompertz distribution, 
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Introduction
Gompertz (1824) first developed the conventional probability distribution called the Gompertz 

distribution which studies function of survival based on mortality laws and plays vital part in demonstrating 
human mortality and analyzing actuarial tables. Consider a random variable be denoted by X with parameters 
β and λ tracking the Gompertz model if its CDF can be expressed as

( )( ; , ) 1 exp 1 exp( ) ; 0, ( , )>0 F x x xλλ β β β λ
β

 
= − − > 

  	
(1.1)

It was used as a model for growth and also used to fit the tumor's growth. A large collection of data in 
life tables was condensed into a single function by the Gompertz function. It is based on the premise that as 
a person ages, the mortality rate decreases exponentially. For the number of individuals living as a function 
of age at a given age, the corresponding Gompertz function is. The Gompertz distribution, using real data, 
was used by (Ahuja &Nash, 1967). The Gompertz-sinh family was introduced by (Cooray&Ananda, 
2010) and it was used to evaluate survival data with a strongly negative skewed.Some characteristics of 
the exponentiated distribution of Gompertz were demonstrated mathematically and statistically by (Abu-
Zinadah&Aloufi, 2014).El-Gohary et al.(2013) implemented a distribution termed generalized Gompertz 
distribution. Depending on the value of shape parameter, this model may havedecreasing or constant or 
increasing the bathtub curve failure rate. The PDF of the distribution of generalized Gompertz is stated by
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( ) ( ) ( )
1

exp{ 1 } 1 exp{ 1 } ;  0, , 0, 0t t tg t e e e t
θ

α α αβ ββθ α β θ
α α

−
 = − − − − − ≥ > ≥  

 	 (1.2)

Joshi & Kumar (2020) has presented Logistic Gompertz distribution using Logistic-G family of 
distribution. A three-parameter power Gompertz distribution has been implemented by (Ieren et al., 2019) 
using a power transformation method. This study is inspired by the implementation of a new survival 
model that has a bathtub-shaped hazard function. Joshi & Kumar (2020) has presented a new model using 
Gompertz distribution called Lindley Gompertz distribution and its CDF with parameters ( ),  ,  0 α λ θ >  
can be stated as

( ) 1 exp [1 exp( )] 1 log 1 exp [1 exp( )] ;   0
1

G x x x x
θ

λ θ λα α
α θ α

         = − − − − − >        +           	
(1.3)

Based on the shape parameters’ value, the hazard rate function of this distribution can show curve 
shape variations, such as an increasing or constant or decreasing or inverted bathtub curve. In this work, 
we have taken shifted Gompertz distribution as a base distribution. Bemmaor (1992) introduced the shifted 
Gompertz distribution whose CDF and PDF is 	

{ }( ; , ) 1 e exp e ; 0, ( , ) 0t tF t tβ βα β α α β− − = − − ≥ >  	
(1.4)

{ }( ; , ) exp( exp( ) 1 (1 exp( ) ; 0, ( ) 0f t x t t tα β β β α β α β αβ= − + − + − − ≥ > 	 (1.5)
Chaudhary & Kumar (2020) introduced Gompertz Extension Distribution to measure its Bayesian 

estimation and prediction using the MCMC method. 
To achieve a better fit, the key purpose of this work is to present a more flexible model for life-time 

data sets. The different sections of this paper have been arranged as follows; We define the inverted shifted 
Gompertz distribution along with some distributional characteristics. For the calculation of the parameter 
of the proposed distribution parameter, MLE, LSE and CVME methods are used and these are presented. 
Using a real dataset,we have conducted the goodness-of-fit test for determining the potentiality of the new 
distribution. In the last section, there are some concluding remarks.

The Inverted Shifted Gompertz Distribution
We have generated a novel distribution by employing an inverse transformation approach using 

shifted Gompertz distribution as parent distribution which we called inverse shifted Gompertz (ISGZ) 
distribution. Suppose X as random variable which follows inverse shifted Gompertz (ISGZ) distribution 
having α and θ as parameters, then its CDF is as follows:

( ) ( )/ /( )  1- 1 exp  ;( , ) 0, 0x xF x e e xθ θα α θ− −= − − > > 		  (2.1)

( ){ }2 / /( ) 1 1 exp  ; 0, ( , ) 0x xf x x e e x
x

θ θθθ α α α θ− − − = + − − − > > 
  	

(2.2)

Survival /Reliability function of ISGZ model is  

( ) 1 ( )S x F x= − ( )/1 exp{ exp( / )} ; 0, ( , ) 0xe x xθ α θ α θ−= − − − > > 	 (2.3)

Hazard rate function(HRF) of ISGZ distribution

( )( )
( )

f xh x
S x

=
( ){ }

( ) ( )

2 / /

/ /

1 1 exp
;( , ) 0, 0

1 exp  

x x

x x

x e e
x x

e e

θ θ

θ θ

θθ α α
α θ

α

− − −

− −

 + − − − 
 = > >

− −
	

(2.4)

Fig. 1 shows PDF curve and HRF curve of the ISGZ distribution.. It has been found that there may be 
a different range of shapes for the PDF of ISGZ distribution. Due to its various shapes, such as increasing, 
increasing-decreasing, reverse bathtub for different values of parameter, the hazard rate function (HRF) for 
the ISGZ distribution is also versatile.
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Fig. 1.  PDF graph (right panel) and HRF graph (left panel) for various values of α and θ.

Quantile function of ISGZ distribution 
( )/ ln 1 exp( / ) ln(1 ) 0;0 1xe x p pθα θ− − − − + − = < < 	 (2.5)

For the creation of the random numbers of the ISGZ distribution, we assume the simulation of random 
variable X values with the CDF (2.1). In (0,1), let B denote a uniform random variable, then  the simulated 
values of X  can be calculated as,

	 ( )exp( / ) ln 1 exp( / ) ln(1 ) 0;0 1x x b bα θ θ− − − − + − = < < 	 (2.6)

Skewness and Kurtosis: 
The coefficient of skewness of ISGZ distribution can be obtained as

	 ( ) ( ) ( ) ( )
( ) ( )

3 / 4 1/ 4 2 1/ 2
3 / 4 1/ 4k

Q Q Q
S B

Q Q
+ −

=
−

and

The coefficient of kurtosis given by (Moors, 1988) is

	 ( ) ( ) ( ) ( ) ( )
( ) ( )

0.875 0.625 0.375 0.125
0.75 0.25u

Q Q Q Q
K M

Q Q
− + −

=
−

Methods of parameter estimation
Estimation of ISGZ distribution’s parameters using MLE method, LSE method and CVME method 

is done which is explained below.

Maximum Likelihood Estimation (MLE) method
Let with sample size ‘n’ a random sample ( )1  , , nx x x= …  be drawn from ( ),  ISGZ α θ  then the 

log-likelihood function can be expressed as

( ){ }
1 1 1 1

1ln 2 ln ln 1 1 exp( / ) exp( / )
n n n n

i i i
ii i i i

n x x x
x

θ α θ θ α θ
= = = =

= − + + − − − − −∑ ∑ ∑ ∑ 		  (3.1.1)

By differentiating (3.1.1) w.r.t. unknown parameters α and θ we get 

( )
/

1 1

1 exp( / )
e

1 1 exp( / )
i

n n
xi

ii i

xl
x

θθ
α α θ

−

= =

− −∂
= −

∂ + − −∑ ∑

( )1 1 1

1 exp( / )1 1 1 exp( / )
1 1 exp( / )

n n n
i

i
i i i ii i i

xl n x
x x x x

θ
α α θ

θ θ α θ
= = =

− −∂
= + − + −

∂ + − −∑ ∑ ∑

Solving these non-linear equations for (α, θ) by equating them to zero we will obtain 
the ML estimators of the ISGZ distribution. Computer software like R, Matlab, Mathematica, 
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etc. can be used to solve them manually. Let ( , )ω α θ=  denote the parameter vector and 
ˆˆ ˆ( , )ω α θ= denote the corresponding MLE of ω  then ( ) ( )( ) 1

2ˆ 0,N Dω ω ω − − →   
 follows 

the normal distribution, where ( )D ω  represents the Fisher’s information matrix found by,  

11 12

21 22

D D
D

D D
 

=  
 

where,
2 2

11 122

2 2

21 22 2

,  

,  D

l lD D

l lD

α θα

θ α θ

∂ ∂
= =

∂ ∂∂

∂ ∂
= =
∂ ∂ ∂

Practicallyω  unknown hence it is also unusable for the MLE to have an asymptotic variance ( )( ) 1D ω −

. Placing estimated parameters value, asymptotic variance is approximated. Maximization of the likelihood 
with the help of the Newton-Raphson algorithm, generates the observed information matrix and the var-cov 
matrix is

( )( ) 1 ˆˆ ˆ( ) ( , )
ˆ ˆˆ( , ) ( )

V COV
D

COV V

α α θ
ω

α θ θ
−  

=  
   	

(3.1.2)

The MLEs’ asymptotic normality can be constructed from approximately 100(1-α) percent confidence 
intervals for α and θ, as,

/ 2ˆ ˆ( )Z SEαα α± and ˆ ˆ( )/ 2Z SEθ θα±

Least-Square Estimation (LSE)
Another well-known method of estimation we have employed is a least-square estimation to estimate 

α and θ of ISGZ distribution, which can be found by minimizing 

	 ( )
2

1
; , ( )

1

n

i
i

iC X F X
n

α β
=

 = − + 
∑

	
(3.2.1)

w.r.t. α and θ.

Consider ( )iF X refers the CDF of the ordered random variables 
( ) ( ) ( )1 2 nX  X   X< < …< where with sample 

size n, a random sample{ }1 2, ,  , nX X X…  is taken from F(.). The least-square estimators ˆˆ   andα θ , can be found 
with minimization of

( ) ( ) ( )
2

/

1
; , 1- 1 e exp exp( / )

1

n xi i
i

iC X x
n

θα θ α θ−

=

 = − − − −∑  +  	
(3.2.2)

with regard to α and θ.

Differentiating (3.2.2) with respect to α and θ we get,

( ) ( ) ( ) ( )/ /

1
2 1- 1 exp( / ) exp exp( / ) 1 exp( / ) exp

1
i i

n
x x

i i i
i

C ie x x x e
n

θ θθ α θ θ α
α

− −

=

∂  = − − − − − − − − ∂ + ∑

( ) ( ) ( ) ( )/ / / /1

1
2 1- 1 exp( / ) exp ( exp 1 1

1
i i i i

n
x x x x

i i
i

C ix e x e e e
n

θ θ θ θα θ α α α
θ

− − − −−

=

∂    = − − − − − − + −    ∂ + ∑
Similarly, by minimizing ( ); ,W X α θ  w.r.t. α and θ, the weighted least square estimators can be 

acquired. 



PRAVAHA, 26

~ 5 ~

( ) ( )
1

; , ( )
1

n

i i
i

iW X w F X
n

α θ
=

 = − + 
∑

The weights wi are 
( )

( ) ( )
( )

21 21
( ) 1i

i

n n
w

Var X i n i
+ +

= =
− +

Hence, by minimizing ( ); ,W X α θ  w.r.t. α and θ respectively, the weighted LSE of α and θ can be 
calculated.

( ) ( ) ( )
( ) ( ) ( )

22
/ /

1

1 2
; , 1- 1 exp

1 1
i i

n
x x

i

n n iW X e e
i n i n

θ θα θ α− −

=

+ +  = − − − − + + ∑
	

(3.2.3)

w.r.t. α and θ.

Cramer-Von-Mises estimation (CVME)
By minimizing the function, the CVMEs of α and θ are established.

( ) ( )
2

:
1

1 2 1; , | ,
12 2

n

i n
i

iD X F x
n n

α θ α θ
=

− = + −  
∑ ( ) ( )

2
/ /

1

1 2 11- 1 e exp
12 2

i i

n
x x

i

ie
n n

θ θα− −

=

− = + − − −  ∑  	 (3.3.1)

Differentiating (3.3.1) w.r.t. α and θ, we get,

( ) ( ) ( ) ( )/ / / /

1

2 12 1- 1 exp  1 e exp exp( / )
2

i i i i

n
x x x x

i
i

D ie e e x
n

β θ θ θα α θ
α

− − − −

=

∂ − = − − − − − − ∂  ∑

( ) ( ) ( ) ( )/ / /1

1

2 12 1- 1 exp( / ) exp exp( / ) exp 1 1
2

i i i

n
x x x

i i i
i

D ix x x e e e
n

θ θ θα θ α θ α α
θ

− − −−

=

∂ −   = − − − − − − − − +    ∂  ∑

We can obtain the CVM estimators after solving non-linear expressions = 0  = 0D Dand
α θ
∂ ∂
∂ ∂simultaneously.

Application To Real Dataset
Here, we illustrated the suitability and applicability of the ISGZ distribution using a real data set 

employing by previous investigators. Here, we fit our model with the tensile strength data of 65 failure 
stress observations of single 50 mm long carbon fibers. The data were also applied by (Bader & Priest, 
1982) and discussed later in (Muhammad & Liu, 2019). The data were as follows:

1.339, 1.434, 1.549, 1.574, 1.589, 1.613, 1.746, 1.753, 1.764, 1.807, 1.812, 1.84, 1.852, 1.852, 1.862, 
1.864, 1.931, 1.952, 1.974, 2.019, 2.051, 2.055, 2.058, 2.088, 2.125, 2.162, 2.171, 2.172, 2.18, 2.194, 2.211, 
2.27, 2.272, 2.28, 2.299, 2.308, 2.335, 2.349, 2.356, 2.386, 2.39, 2.41, 2.43, 2.431, 2.458, 2.471, 2.497, 
2.514, 2.558, 2.577,  2.593, 2.601, 2.604, 2.62, 2.633, 2.67, 2.682, 2.699, 2.705, 2.735, 2.785, 3.02, 3.042, 
3.116, 3.174

By utilizing R software (R Core Team, 2020) of the optim () function, we have calculated the MLEs 
of ISGZ distribution via maximizing the likelihood function (3.1.1) (Mailund, 2017). We have obtained 
the value of Log-Likelihood is l = -34.8995. We have shown the MLEs with their 95 percent confidence 
intervals for α and θ and standard errors (SE) in Table 1.
Table 1
MLE and SE and 95% confidence interval for α and θ of ISGZ 
Parameter MLE SE 95% CI
Α 215.8181 8.7756 (198.6179, 233.0183)
Θ 12.7678 0.3222 (12.1363, 13.3993)

In Figure 2, the contour plot and fitted CDF with empirical distribution function (EDF) of ISGZ 



Issue 1 May/June 2020

~ 6 ~

distribution are displayed, (Kumar &Ligges, 2011).

Figure 2. Contour plot (left panel) and the Histogram and the density function of fitted distributions (right 
panel) of estimation methods MLE, LSE and CVM of ISGZ distribution.

The plots of the log-likelihood function’s profile for α and θ are displayed in Figure 3 and found that 
the ML estimates can be calculated uniquely.

Figure 3. Profile log-likelihood function’s graph for the parameters α and θ.

In Fig 4, we have presented the graph of P-P plot and Q-Q plot and it is found that the ISGZ distribution 
fits the data very well. 

Figure 4. The plots of Q-Q (left panel) and P-P (right panel) of the ISGZ distribution.

Using MLE, LSE and CVE method we have displayed the estimated values of α and θ of ISGZ 
distribution and their corresponding negative log-likelihood, AIC and BIC criterion in Table 2. 
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Table 2
Estimated parameters, log-likelihood, AIC and BIC

Method of Estimation α̂ θ̂ -LL AIC BIC

MLE 215.8181 12.7678 34.8995 73.7989 78.1477
LSE 246.2792 13.1890 34.7441 73.4882 77.8370
CVE 282.0271 13.4975 34.6001 73.2003 77.5490

The KS, W and A2 statistic with their corresponding p-value of MLE, LSE and CVE estimates we 
have presented in Table 3.

Table 3
The KS, W and A2 statistic with a p-value
Method of Estimation KS(p-value) W(p-value) A2(p-value)
MLE 0.0657(0.9416) 0.0433(0.9171) 0.2772(0.9541)
LSE 0.0597(0.9745) 0.0279(0.9833) 0.2209(0.9836)
CVE 0.0626(0.9608) 0.0268(0.9860) 0.2073(0.9883)

In this section, we have presented the applicability of Poisson shifted Gompertz distribution using 
a real dataset used by earlier researchers. To compare the potentiality of the proposed model, we have 
considered the following four distributions.

a)	 Gompertz distribution (GZ):
The PDF of Gompertz distribution (Murthy et al., 2003) having α and θ is

( ) ( )1 0 0x x
GZf x e exp e ; x , , .α αθθ θ α

α
 = − ≥ > −∞ < < ∞ 
 

b)	 Generalized Gompertz (GG) distribution
The PDF of GG distribution (El-Gohary et al., 2013) with parameters α, λ and θ is

	 ( ) ( ) ( )
1

1
1 exp 1 ;  , 0, 0, 0

xex x
GGZf x e e e x

α
θλ

α αα λθλ λ θ α
α

−
− −   = − − − > ≥ ≥    

c)	 Shifted Gompertz (SG) distribution
The SG distribution (Bemmaor, 1992) ‘s PDF is

{ }( ; , ) exp( ) 1 (1 ) ; 0, ( ) 0t t
SGZf t x e e tβ βα β β β α α αβ− −= − + + − ≥ >

d)	 Generalized Exponential Extension (GEE) distribution:
GEE's PDF developed by (Lemonte, 2013) withα , β  and λ  which is as follows.

( ) ( ) ( ){ } ( ){ } 111 1 1 1 1 1 0GEEf x; , , x exp x exp x ; x .
βα α αα β λ αβλ λ λ λ
−−  = + − + − − + ≥  

e)	 Weibull Extension (WE) Model:
The probability density function of Weibull extension (WE) distribution (Tang et al., 2003) with 

three parameters ( ), ,α β λ   is
1

( ; , , ) exp exp exp 1 ; 0WE
x x xf x x

β β β
α β λ λβ λα

α α α

−          = − − >               
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0, 0 and 0α β λ> > >

For the evaluation of the applicability of the ISGZ distribution, we have illustrated the AIC, BIC, 
CAIC and HQIC which is shown in Table 4.

Table 4
Log-likelihood (LL), AIC, BIC, CAIC and HQIC
Model -LL AIC BIC CAIC HQIC
ISGZ 34.8995 73.7989 78.1477 73.9925 75.5148
GGZ 34.5941 75.1883 81.7115 75.5817 77.7621
GEE 35.0445 76.0889 82.6121 76.4824 78.6627
WE 35.4743 76.9485 83.4717 77.3420 79.5223
SGZ 38.3586 80.7172 85.0660 80.9108 82.4331
GZ 38.9102 81.8205 86.1692 82.0140 83.5363

We have presented the plot of goodness-of-fit of ISGZ distribution and some selected distributions 
are in Figure 5.

Figure 5. Fitted distributions's PDF and Histogram (left panel) and CDF of Empirical with fitted 
distribution (right panel) 

We have also shown the value of Anderson-Darling (AD) Kolmogorov-Simnorov (KS), and Cramer-
Von Mises (CVM) statistics in Table 5 for comparing the goodness-of-fit of the ISGZ distribution with 
former rival models. It is noted that the ISGZ distribution has the minimum value and higher p-value of the 
test statistics, so we infer that the ISGZ distribution gets quite a better fit from others taken for comparison.

Table 5
The goodness-of-fit statistics with their p-value
Model KS(p-value) AD(p-value) CVM(p-value)
ISGZ  0.0657(0.9416)  0.0433(0.9171)  0.2772(0.9541)
GGZ 0.0665(0.9359) 0.0299(0.9772) 0.2154(0.9856) 
GEE 0.0723(0.8865) 0.0539(0.8541) 0.3244(0.9185) 
WE 0.0558(0.9875) 0.0264(0.9871) 0.2799(0.9523) 
SGZ 0.0923(0.6369) 0.1212(0.4915)  0.8037(0.4779)
GZ 0.0697(0.9107) 0.0799(0.6939) 0.7486(0.5191) 
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Concluding Remarks
We have developed a new probability model called inverted shifted Gompertz distribution. Some of 

the significant characteristics of the new model are presented, such as the derivation of explicit terms for its 
failure rate function, reliability function, quantile function, skewness, and kurtosis functions.. MLE, LSE, 
and CVME methods, are used for the parameter estimation and we found that the MLEs are reasonably 
good than LSE and CVMM methods. The curves of the PDF of the proposed distribution have shown 
that its shape is increasing-decreasing and right-skewed and flexible for modeling real-life data. Also, the 
graph of the failure function is monotonically increasing or constant or reverse j-shaped according to the 
parameters values. The applicability and suitability of the recommended novel model have been evaluated 
by considering a true dataset and the results exposed that the recommended distribution is much versaltile 
as compared to some other fitted distributions.
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