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1. Introduction

The Legendre series associated with the Lebesgne integral function in the linear interval [—1, 1] is defined
by

f(x)~2§'1°=o anPn(x) (1)
where a,= (222 2, £(t) P (t)at @)

and Legendre polynomials P, (x), are defined by following expression

1 —_

oo n
Vi—2xz+22 Zn=OZ Pn(X). (3)

However, if the coefficient a,,s are not restricted by our relation (2), the series (1) is known as series of
Legendre polynomials (see [1],[2],[3],[6],[14],[20],[22],[23]). In 1965, Saxena [19] for the first
mathematician who introduced the actual concept of uniform Norlund Summability of Fourier series and
which is defined as follows :

Letuo(x)+u1(X)+u2(x)-|-----|-un(x)+... (4)
be any infinite series and define

Vi (1) = 1o (%) + uq () + up (X) + -+ + Uy (%) )
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Let {P,} be a sequence of constants, real or complex, and let us write

Bp=pot+pi+p2+-+py (6)

If their exits a function V = v(x)
1
such that - Y7o pieUn () = UG} = o(1) ™

uniformly in a set E in which U(x) is bounded, then the series (4) is summable (N, p,) uniformly in E to
the sum U. Sahani et al. ([16],[17]), Mishra et al.([9],[1],[10],[13],[12]), and Prasad [15], the first
Mathematicians to use a study on the behavior of absolute permanent matrix transformation, on the
degree of approximation of a function by Norlund means of its Fourier Laguere series, trigonometric
approximation of functions f(x,y) of generalized Lipschitz class by double Hausdorff matrix
summability method, trigonometric approximation Ly,-norm. On the degree approximation of signals

belonging to generalized weighted Lipschitz W'(L", £(t)) (r = 1) Class- by matrix (C’, Np) operator of
conjugate series, trigonometric approximation of periodic signals belonging to generalized weighted
Lipschitz W' (Lr, & (t)), (r = 1)- class by Norlund- Euler (N, p,,), (E, q) operation of conjugate series of

Fourier series, Using linear operator to approximate signals of Lip(a,p), (p = 1) class and on the
Norlund summability of Legendre series. In an attempt to make an advance study in this direction we, in
this paper establish a more general result than those of [8], [21], and [15] so their results come out as
particular case.

Definition:
Let T=(a,y) be an infinite triangular matrix of real constants and t,,(x) denote the T-transform of {S,, }.
Then  tm(%) = Xkt Gnic(Sk(x) = S(x))
= Ziezo Gmm—k (Sm—k (¥) = S()). ®)
If their exits a function S(x) such that t,,(x) =0(1),asm — o

uniformly in E in which S(x) is bounded, then the infinite series ), u,is summable (T) uniformly in E to

S(x) (see[9D).

2. Main Results
Theorem:

(o] . . . . . .
If {a”rk}kzo be a real, non-negative monotonic non-increasing sequence and T = (an‘k) be an infinite
triangular matrix, where A, ,, = Xp -0 Ann—k» Ann =1 forn = 0 and if

W(O)=, ¥ (W) du=0 <ﬂ>

logt—1

X()¢
logt—1

monotonic with t, then the Legendre series (1) is summable (T) uniformly in E to the sum f(x).

increases

as t — 40, uniformly in E in -1< x < 1in which f(x) is bounded , where X (%) and

For the proof of our theorem, we require the following
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Lemma 1 (see[21])

(n+1)[Pp41(Y) Pn(x)—Pn(¥). Pny1(x)]
Boo(2v +1) PP, (y) =R B Rn )

This identity is known as Christoffel's formula of summation.
Lemma 2 (see [4])
For0<e<y<m-—eg,

-3

cos [(n + 1y — %] + O(nT). (10)

P,(cosy)=

nn Siny
Lemma 3 (see [7])
If {an, k} is a non-negative and non-increasing sequence with respect to k, then for 0 < a < b < oo,

0 <t < m and for every n, we have
i(n— 1
|Z£=a An .k el(n k)tl = O[? an,n—t] (11)

Where 7 is the integral part of %

Lemma 4:
For0<t< %, IN,,(t)]=0(n) asn — oo, (12)
Proof:
[ -k
We know that N, (t) = XR—0 Qnn-k % (13)
2
sin(n—k+1)t (2n—2k+2)sint
~ N (D] < [Xk=o nn-k— T < [Xk=o an,n—sz < 4AnYk-o%nn—k
2 2
=4n O(1), ( by hypothesis of theorem )
=0(1).
Lemmas5:
1 Any
For - <t<m, Nn(t)—O( : ),vSn
Proof :
O] < 2Py appp 2KV | L R g e
Nn ;(1_0 nn—k sn( kt+1)t : T ;cl 0“%nn—-k in—ke+1)t
! sin; sin; - ’

T n in-Kt T |yn i(n—k)t
< ? Im Zkzo an,n—k e ( ) < ? |Zk=0 an,n—k e ( ) |

Ay (by, lemma 3)

-o(%)

T
t
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Proof of the theorem.

The nt" partial sum of the series (1) is given by
Sn(x) = X3-0 aypy(x)

=300 (v+2) [ F O 0Ip()dy  ( by2)

=380 (B5) 1, F 0P 0P (1) dy

= (nTH) J‘_ll {Pn+1(Y) Pn(x;:§n+1(x) Pn() . f(y)dy} (by 9)

Putting f(y) = 1, then
= (n+1) fl Pr+1(¥) Pn(0)— Pns1(X) Pn ()

2 -1 y—x

dy

Thus, $,(0)-f (¥)= "= [1,[f () = f ()] 2ot TFun 02D g,

Hence by (8), we have
tn(x): Z;clzo Ann—-k {Sn—k(x) - f(x)}

~k+1 n n-k+1 {Prn—k+1()Pn—k () =Pn—r(3)-Pn—r+1(x)}
= S0 nnk Ty Sy () = f ()} s sk 2 gy

_q1(n-1+k 1 P Pk () =Pp_ e (¥).Pp_
= Z’I;thl) (% an,n—k) f_l[f(y) _ f(x)] {{ k+1(Y) k(x;_x k() k+1(0)} dy} + 0(1)

We define a positive number S which is less than 1 i.e. § < 1 and also consider it as the sum of other
two positive numbers  and a.

Let§ > 0and 0 < § <y and Bx, Bx! be two continuous functions of x such that Bx, fx1e(—1,1)
and which lies within § < fx < 8,6 < Bx' < B.

Thus, for -1+ S <x <1 -5, we have,
_ —k+1 - 1 1
ta(x) = XkZo Ann-k (n 2+ ) [f_xl - + f;f;; + fx+ﬁx1 ]

1 Prcierr V) Pn—k (O =Pni(¥) Pre
f_l[f(y) —f(x)][ n—k+1 V) Pn—k x;_x k)-Pn—je+1(X)] dy +0(1)

:Z?;(l) Ann-k [Ap—k (%) + Bp_i (x) + Cp_ i ()] + O(1). (14)
Hobson [8] has shown that uniformly fors =1 <x <1 —s,

W A () =0,

and HMC,_,(x) =0.
Now let us suppose that x = cos6, y = cosp, 0 < 0 <,
0<¢p<m O0<ep<m 1l—y=cosp
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1-(B+y)=1—-s=cos (p+o0),
p > 0,0 > 0, then we have
0<p<§ andp+a<72—r.
Thus if & denote the minimum of [cos™ u — cos™(u + B)] foru € (1,1 — p),

we have on the lines of Sansone [21],

n— k+1f9+$ f(COS(p) f(COSG)] Sln(l) Pn- k+1(COS¢)pn_k(COSG) _pn—k(cos¢)pn—k+1(cose) d¢

cos ¢ —cos 6

B, _i(cos0)=
Inwhichp+o0<60<m—(p+0),0<¢é <0, usinglemma?2

and for @ = f = 0 we get after simplification

B,,_(cosB)= an 6+€{f(cos¢) f(cos V)W }{Sm(n ik;%g L2 Sin(n_l::g)ﬁw_%) +0 [(n_lk)z]} do
2 2
Thus,
0 ()= 5 Ah A fy ¢ If (cO5®) = f (c0s0)] sing. {< e ”'”("‘S’:(Z)EZ; ""g)}+ O[] do
=h++]3 (15)
For J;,

Ji= WZ" 0 Gnn— kf [f(cos(6 — ) — f(cos6)]/Sin(8 — t). Sln(n k+t)tdt

= 2 [§[f{cos(6 — ©)} = f(cos0)] /(0 — 6). Th=h i e e
=o[ INEZO! Nn(t)dt] (by given condition )
~of+ £ | 1wl v @lae

=J11 )12 (16)

Using lemma 4 in J; 1, we have

= O[ [1¥ 1 N (0]

1 2X(n) . .
= O[n fonlq’(t)ldt] =0fn 02 , by given condition

logn
=[Gz

=0(1)asn > o
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=0(1), as n = oo, uniformly in E. (17)

Again, using lemma 5, we have

Jra = O[F1¥(O)] 1N (0)1dt

- o[ fg (o) A dt]

-0 [ w(o)];+o] e werde] 0| (£ X2 a(4n,)|

oo (BB of o ()] of fo 5]

(L
—O[A . (52 ]+0[A"'“X(")]+o[ X f“j” dt] o[ X 8 d(A”)] (by hypothesis of the theorem)

"'glog(g) logn nlogn’= t2 nlogn
_0(1)+o[0(1) X(n)] O[nﬁ?n{(%) + 7 d(Anv)}] [n);f:;)n ffd(Anv)]

nlogn n. logn

=0(1) +O[lxo(;l,)l] 10 [ X(n) (ALtv)i]Jr [ X(n) ff d(Anv)]

-0 (1) O[22 4022, | of 22 (a0l 2 ()| (s = )

B X(n) n X(n) X(n)
=0 (1)"'0[@ n le’ d(An,u)]+O(1)+[TM 0(1)]+O[ log n]

=0 Wfogy Zieo amn-s OO (305)(5og5)

= 0()+O[1 2] + [ ]+0(1)

=0(1) + 0(1) + 0(1) + 0(1), as n = oo, (by the given condition )
=0(1), as n = oo, uniformly in E. (18)

Similarly, J, = 0(1),asn - o, and J3 = 0(1), as n — oo, uniformly in E. (19)
Combining (15), (16),(17), (18) and (19), we get the required results.

This completes the proof of the theorem.
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Conclusion

In this paper, we prove a general theorem for some problems on approximation of function (signals)
using in matrix summability of Legendre series. This general theorem enriches the literature of
summability theory and create basis for future researchers.
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