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Abstract—Security threats have been the major challenge for any organization. This 

has even been more threatening since in present days most of the organizational data are 

in digital form and digital data are easy to access and alter if not properly secured. While 

most of the threats considered are external threats like Viruses, Worms, DOS, DDOS, 

hacking etc. Internal threats also cannot be ignored. Many frauds, especially for 

organizations that perform financial transactions, are done by misusing the internal 

access to the data.  Internal threats happen from the users who have some privileged 

access to the data. Finding such a threat is not only difficult but also more challenging 

than that from the external source. Most organizations don’t give internal threats that 

much consideration but lately many works have been done in the field of internal threat 

detection. 

 

 

I. INTRODUCTION 

In any organization, nowadays, it is essential and 
mandatory to have data and information in the digital form. 
Having data in digital form has many advantages but it comes 
with a common threat of data security. The source of such 
threats are mostly outsiders however internal threats are also a 
thing that cannot be ignored and left unattained. Moreover, 
internal threats are even more complex and difficult to identify 
and save systems from since internal threats are from the 
people from the trusted ones and the system cannot be 
completely isolated from them and they can evade firewalls, 
Intrusion Detection Systems, and other security mechanisms 
aimed at protecting the information infrastructure from outside 
attacks. In various survey it was found that in 2018, 53% of the 
companies suffered from Internal attacks and this number was 
surveyed to rose to 60% in 2020 [10,11]. 

Data and Information are the assets to any organization in 
this twenty first century. Insiders are the major contributor to 
the data and information creation and consumption in 
organization. Such users may also be the source of security 
threat to any organization. Moreover, the damage done by 
insiders is even more severe and may be hard to prevent [11]. 
These threats arise from individuals within an organization 
who misuse their access privileges, intentionally or 
unintentionally. Detecting and mitigating insider threats is 
crucial for safeguarding sensitive data, intellectual property, 
and organizational integrity. 

The major challenges for the Insider threat detection is that 
the Insider threats are multifaceted, involving behavioral, 
technical, and organizational aspects. Understanding the 
nuances of these threats requires interdisciplinary research. 
Also the insider threats are variable in nature, insiders can be 
employees, contractors, or partners, making their behavior 
diverse and challenging to predict. Unlike external attacks, 
insider threats often occur gradually and subtly, making them 
harder to detect. Damage for insider threats can have greater 

impact. Insider incidents can lead to financial losses, 
reputational damage, and legal consequences. 

The model proposed in this work will help the organization 
to find the insider threat with the help of logs from various 
sources and help to prevent such threat. This research-based 
work has tried to contribute to the field of data security from 
insiders by proposing a more reliable, trustworthy and efficient 
model using deep learning techniques. 

A. RNN 

RNNs are designed to handle sequential data, such as time 
series or natural language. They allow information to flow 
from one step to the next, making them suitable for tasks where 
context matters.Unlike traditional feedforward neural 
networks, RNNs have loops that allow information to persist 
across different time steps. They can model dependencies over 
time, making them suitable for applications like language 
modeling, speech recognition, and stock market prediction. 
The core idea behind RNNs is the hidden state, which captures 
information from previous time steps. At each time step, takes 
an input (e.g., a word in a sentence). Updates its hidden state 
based on the input and the previous hidden state. Produces an 
output (e.g. predicting the next word). However, RNNs 
struggle with long-term dependencies due to gradients 
diminishing during back propagation. 

B. LSTM 

The vanishing gradient problem made it difficult for 
ordinary RNNs to learn dependencies across lengthy 
sequences. To solve this issue, LSTMs were developed [5]. 
Compared to simple RNNs, LSTMs are more intricate
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constructed, with memory cells, input, forget, and output 
gates included. Long-range dependencies in sequential data 
can be captured by LSTMs, which makes them useful for tasks 
like time series prediction and language modeling. They 
prevent the neural network output from either decaying or 
exploding as it cycles through feedback Loops. LSTMs are 
frequently employed in applications like as natural language 
processing (NLP), when comprehending a word's context 
necessitates taking the sentence as a whole into account. Based 
on past data, LSTMs are excellent at forecasting future values 
in a time series [6]. 

II. LITERATURE REVIEW 

An insider threat is a security risk that comes from within 
an organization. It refers to the potential for an employee, 
contractor, vendors, or other insider to compromise the security 
of their organization intentionally or unintentionally. Insider 
threats can take many forms, including theft of sensitive data, 
sabotage of systems, and the introduction of malware or other 
malicious code. Insider threats can broadly be categorized as 
intentional insider threat and unintentional or accidental insider 
threat. Malicious insiders are individuals who intentionally 
cause harm to their organization. They may do this for a variety 
of reasons, including financial gain, personal vendetta, or 
ideological beliefs. Accidental insiders are individuals who 
cause harm to their organization unintentionally, often through 
carelessness or a lack of awareness of security protocols. 
Compromised insiders are individuals who have had their 
credentials or access to sensitive information compromised by 
an external attacker, who then uses those credentials to gain 
unauthorized access to the organization's systems or data. 

Various related works that have been done in the field of 
threat detection using deep learning algorithms have been 
discussed and analyzed in this section, findings and methods 
used in the past will be used as a steppingstone to address the 
limitations seen in the previous methods and techniques of the 
learning algorithms. 

The intrusion detection system can be broadly categorized 
as a signature-based intrusion detection system and behavior-
based intrusion detection system based on working approach. 
In the case of a signature-based system, a signature-based 
intrusion detection uses predefined patterns or signatures to 
identify malicious activity. Signature based IDS systems are 
commonly used to detect malware infections, network attacks, 
and other types of malicious activity. They are effective at 
detecting known threats but may not be as effective at detecting 
novel or zero-day attacks, as these types of threats do not have 
a predefined signature [1]. 

A behavior-based intrusion detection system uses machine 
learning algorithms to analyze patterns of system and network 
activity in order to identify potentially malicious behavior. 
Behavior-based IDS systems use artificial intelligence and 
machine learning techniques to learn what normal behavior 
looks like for a given system or network, and then use this 
knowledge to identify deviations from the norm that may 
indicate a security threat. To be effective, a behavior-based 
IDS should be trained on a large and diverse dataset of normal 
system and network activity and should be regularly updated 
with new data to ensure that it remains accurate and effective 
at detecting threats. 

A wide range of algorithms, including deep neural 
networks [18], multi-fuzzy classifiers [37], the hidden Markov 
method [41], one-class support vector machines [40], deep 

belief networks [18], linear regression [26], clustering 
algorithms [24], and light gradient boosting machine [36], have 
been used by researchers to address the insider threat detection 
problem. Below, we list a few of the more noteworthy studies. 

According to a study by Noever [2], which examined 
several families of machine learning algorithms, random forest 
appears to provide the best results when compared to other ML 
models. The CERT insider threat dataset was used for the 
experiments, and the risk factors were taken out of the data to 
create a feature vector. They included sentiment analysis 
variables from file-access information and the content of 
emails and websites. They ordered these characteristics 
generally according to their significance. 

iForest is another intriguing machine learning technique 
that has drawn interest [16, 17]. iForest was utilized by Gavai 
et al. [17] as an unsupervised anomaly detection technique; 
they used features taken from social data, such as online 
activity and email communication patterns, to identify 
statistically abnormal behavior. They exploit the fact that 
employees who plan to leave the company are more likely to 
initiate insider threats by using this tactic. 

The authors obtained a ROC score of 0.77 for insider threat 
detection by using iForest to predict when employees would 
leave the company as a proxy for determining the likelihood of 
insider threats. On an online framework, Karev et al. [16] also 
employed iForest for insider threat detection. An all-purpose 
algorithm was employed to determine the best. 

It has been demonstrated that applying a predictive model 
with an ML algorithm to an unbalanced dataset results in 
significant bias and inaccuracy. The dearth of empirical data 
and the problem of data asymmetry indicate that insider threat 
analysis is still a relatively unexplored field of study. The pre-
processing step of balancing the dataset has been the subject of 
several research studies [14, 29, 34, 39]. The spread subsample 
technique did not significantly improve performance when 
used to balance datasets, according to Sheykhkanloo and Hall's 
[30] results. On the other hand, the approach greatly shortened 
the time required to construct and validate the model. 
Furthermore, their tests demonstrated that for imbalanced 
datasets, all supervised machine learning algorithms perform 
better than Naïve Bayes. 

For insider threat detection, Orizio et al. [22] used a 
constraint learning algorithm. By building an optimized 
constraint network that emulates typical behavior, the 
algorithm finds threats when the cost rises above a 
predetermined level. Unlike most other ML algorithms, this 
approach has the advantage of giving an explanation for the 
decision-making process. To improve the outcomes, they 
advise employing deep learning models in the feature 
extraction process in addition to hand-picking features. 

Gayathri et al. [35] took a deep learning approach to the 
problem of insider threat detection; their method performs 
multi-class classification by combining a generative model 
with supervised learning. To improve the minority data 
samples, they employed Generative Adversarial Networks 
(GAN) for data resampling on the CERT insider threat dataset. 
Three distinct resampling methods were applied to four distinct 
classification methods in order to select GAN; the GAN 
method was nominated because of its encouraging outcomes in 
comparison to the other resampling methods. 
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A. Deep Learning 

Deep learning algorithms are particularly well-suited for 
tasks such as image and speech recognition, natural language 
processing, and predictive modeling. They are also used in a 
variety of other applications, including self-driving cars, 
medical diagnosis, and financial forecasting. Deep learning 
algorithms are trained using large amounts of labeled data and 
powerful computational resources. The training process 
involves presenting the algorithm with examples of the task it 
is being trained to perform and adjusting the network's internal 
parameters called weights based on the performance of the 
algorithm. The goal of this process is to optimize the network's 
ability to recognize patterns in the data and make accurate 
predictions or decisions. Deep learning algorithms have 
achieved impressive results in a number of fields, but they can 
be computationally intensive and require large amounts of data 
to be effective. They also have the potential to be biased if the 
training data is not representative of the overall population. 

Due to their high dimensionality, complexity, 
heterogeneity, and sparsity, traditional shallow machine 
learning models are unable to fully utilize user behavior data, 
despite the fact that existing approaches have shown excellent 
performance on insider threat detection [16]. Conversely, deep 
learning has the potential to be a useful instrument for 
analyzing user behavior within an organization to identify 
hostile insiders. Based on the deep structure of the data, deep 
learning is a representation learning algorithm that can extract 
multiple levels of hidden representations [16] from complex 
data. 

Recently, deep feedforward neural networks, convolutional 
neural networks, and recurrent neural networks have all been 
proposed as techniques for identifying insider threats. Some of 
the most recent deep-learning techniques for identifying 
insider threats are presented in this section. 

Deep learning Algorithms such as CNN (Convolutional 
Neural Network) and RNN (Recurrent Neural Network) have 
always achieved good results. CNN model is used to detect by 
capturing spatial patterns in traffic data and subsequently 
translating them into cyberattacks converting them to grayscale 
images. Similarly, RNN models are used for classification 
Cyber-attacks by extracting temporal data patterns of system 
logs [3]. Related Work on detecting insider threats in deep 
learning involves using a two-dimensional CNN model. 
Additionally, there is work done using RNNs to identify 
malicious activity by treating traffic data as time-series data, 
among them, packet-based intrusion detection has used the 
embedded approach of novel words and Long Short-Term 
Memory (LSTM) where embedding of the words will extract 
the semantic meaning of the traffic packets, LSTM will capture 
sequence information present in the packet for the attack 
detection process. 

A recurrent neural network (RNN) is a type of neural 
network that is particularly well-suited to processing sequential 
data, such as time series data or natural language. RNNs have 
a memory that allows them to take into account past events 
when processing new data, making them useful for tasks such 
as language translation and speech recognition. 

RNNs operate by processing input data through a series of 
hidden units, or neurons that are connected in a chain-like 
structure. Each neuron in an RNN receives input from the 
previous neuron in the chain and produces an output, which is 
then passed to the next neuron in the chain. This allows the 

network to maintain a kind of memory of past events, which is 
useful for tasks that require context or a sense of temporal 
dependencies. 

There are several different types of RNNs, including long 
short-term memory (LSTM) networks and gated recurrent unit 
(GRU) networks, which have been developed to address some 
of the challenges of training and optimizing traditional RNNs.  

Fig. 1. Module in the simple RNN module 

III. METHODOLOGY 

The proposed method is completed with the adoption of the 
quantitative analysis approach where associated data 
represents the insider activities in the simulated work 
environment. Both the case of normal as well as abnormal 
activities are used during the work, and later the developed 
model is able to detect the presence of threat in the insider’s 
activity. 

 

Fig. 2. Fig 2: System Block Diagram 

The data used are the CERT r4.2 data. Data will be 
preprocessed, labelled, and feature extraction will be done. 
Work will be followed with encoding to convert categorical 
data into numerical form to feed into the model. Encoded data 
is separated into training and testing data. To predict the data 
resembling either normal or malicious data, LSTM based 
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classifiers will be used. Finally, the effectiveness of the work 
will be validated using the test data. 

A. Data Collection  

Data collection is an essential stage in any research, the 
source of data should be reliable. The data can be obtained 
from the Primary or Secondary approach. Primary approach 
also known as the firsthand data collection where data is 
collected with the direct setup of experiments or with the help 
of survey or interview. Even though the data collected from the 
primary approach is more authentic and reliable, it takes longer 
time to collect such data. Accuracy obtained in the decision 
made using this type of data will be very reliable, thus most of 
the works that deal with the critical factor should be using the 
primary approach of the data collection. Secondary approach 
uses the data that are previously published and maintained and 
are meant for mostly research purposes. Thus, data obtained 
from such methods may result in conclusions that are not 
highly precise and accurate and hence best fit for the work that 
have short completion time. 

 

Fig. 3. Files in Dataset [7] 

For this work, CERT insider threat dataset r4.2 is used. 
CERT insider threat dataset r4.2 contains different log files in 
.csv format. The log files contain different data events that have 
been created by the users over the period. By the evaluation of 
user activity and the data events log, it will be possible to detect 
the threats that exist in any organization. 

Dataset provided by CERT (Computer emergency response 
team) division of the software engineering institute at the 
Cernegie Mellon University (CMU) is used that contains 1000 
case studies of the real life insider threat containing traitor 
instances as well as the Masquerade activities. The CERT data 
set contains 5 log files. Information about those log files is 
shown in Table 1.  

Cert 4.2 dataset contains 5 different events in five different 
csv files. These files contains the log of 1000 employees in an 
organization over a period of 17 months. This dataset has 
32770222 events from 1000 users with intentionally injected 
7323 malicious instances.  This dataset contains three primary 
scenarios as follows: 

1. Someone who has never used a removable drive or 
worked after hours begins to log in, use it to upload 
data to wikileaks.org, and then quickly leaves the 
company. 

2. A user starts contacting possible employers and 
looking for career opportunities on job search 
websites. They use a thumb drive to take data before 
leaving the office (at a rate noticeably higher than their 
prior actions) 

3. A disgruntled system administrator uses a thumb drive 
to download and transfer a key logger to his 
supervisor's computer. The next day, using his boss's 
login credentials, he accesses the company's network, 
sends out a worrisome mass email that causes a lot of 
people to worry, and he promptly quits the company. 

 

Fig. 4. Distribution of Device.csv 

 

Fig. 5. Distribution of File.csv 



Bhandari & Pudashine : Insider Threat Detection using LSTM 

61 

 
Journal of Science and Technology, 2023, Vol. 3, No. 1 

B. Data pre-processing 

Data preparation is a crucial part in any research work. The 
data that is used in this work contains a large amount of user 
instance logs from various sources. All the data are not 
required for the work hence the relevant data in csv format 
were used and provided as input to the LSTM model for the 
training and testing process. Different activities of around 1000 
users are provided in the dataset. Data is processed into smaller 
chunks where each chunk handles only the activities for the 
single users. With the repeated handling of this process, all the 
smaller chunks are then concatenated to produce the single 
input data for the training process of the data. 

All the activities in the dataset contain a timestamp field. 
That timestamp field is converted into a standard date and time 
field and date and time field is used to analyze the user activity 
as malicious or normal. During the training process all the 
categorical and numerical columns were converted to tensors 
and can easily be provided as input during the training process. 

The data in Cert 4.2 has all unlabeled data. So for 
supervised learning the data should be labeled first. For this 
purpose the activities of the user deviating from the normal 
office hour and normal days are labeled as possible threat and 
all other normal activities are labeled as normal. 

Preprocessing includes cleansing, sampling, 
transformation and the result dataset was used as input for the 
model and finally normalization of the data to be fit in the 
model development is carried in the data processing stage [7]. 
Categorical data should be converted to the numerical form 
before feeding to the LSTM model for training and testing. 
Work is carried using label encoding. 

C. Feature Selection 

The used data consists of unprocessed events or user 
actions. The extraction of features and the efficient correction 
of features during the feature engineering process constitute 
one of the main obstacles in anomaly detection. Since the 
suggested method relies on session activities, calculating user 
sessions is a crucial component of the study project. Since it is 
the first action a user performs, the login activity in the CERT 
dataset comes before the other actions. Subsequent actions 
related to the user are then carried out, and the session 
concludes when the user signs off the machine. Every user has 
several variable sessions connected to them during the day. The 
period of time between the log-in and log-off times is known 
as the user session. Depending on the use cases, a varying 
number of selected features is found in various study efforts. 
The two main categories of characteristics are categorical and 
numerical.  The dataset's readme.txt file contains information 
that is used to choose numerical features [4]. 

Feature Extraction Example: Off hour activity is very 
important in this work. So, time between 8:00:00 and 19:00:00 
is considered as normal working hours whereas rest of the time 
is considered to be off hour. If a user logon to the PC or 
connects a device and surfs a job site or hacking site in off hour 
then the user could be a probable insider threat.  

For this work all the features present in all three files were 
relevant so all the feature were used except id that contains 
unique identifier for each instance. 

Feature Extraction Process:  
1. Merge Similar Rows 

2. Time Window Definition 

3. Aggregating data over time window, creating lag 
features. 

Since dataset contains minimal number of features manual 
feature extraction was carried instead of some feature selection 
algorithm such as filtering methods, wrapper methods or 
dimensionality reduction techniques like PCA. 

D. Model Development 

The LSTM based model is used to detect the presence of 
any insider activity within the organization. First the model is 
developed with different stages, this model is used to determine 
the user behavior as normal or abnormal. Different layers used 
are Sequential, DropOut and Dense, Activation function used 
is ReLu and Sigmoid. 

The approach that is based on long short-term memory 
(LSTM) has been designed to identify instances of insider 
involvement in an organization. Tensorflow, a toolkit that 
offers robust support for the creation of several deep learning 
algorithms, has been utilized to implement the model. After the 
various stages of the model's development were finished, it was 
utilized to identify if the user activity data that was provided 
was indicative of normal or abnormal user behavior. 

The LSTM class has been defined from the keras package. 
First a Sequential model was created in a linear stack of layers. 
The model was designed with multiple layers. The model have 
an LSTM layer followed by dropout, dense (fully connected) 
layers, and an output layer. An LSTM layer with 64 units was 
added. The input shape specifies the input size, which is 1 
assuming a single feature or time series. The return sequences 
was “False” means that this LSTM layer does not return 
sequences (only the final output). Dropout helps prevent 
overfitting by randomly setting a fraction of input units to 0 
during training. Dropout rate of 50% was used. A dense layer 
with 32 units was added and activation was ReLU. This layer 
introduces non-linearity and learns complex features. The final 
output layer has 1 unit with sigmoid activation (for binary 
classification).The model is compiled with the Adam optimizer 
and binary cross-entropy loss.The chosen metric for evaluation 
is accuracy. 

Different layers of LSTM include:  

• Sequential: each sequential layer corresponds to 
processing one time step of a sequence. The LSTM 
layer operates recursively for each time step, updating 
its internal state based on the current input and the state 
from the previous time step. 

• ReLu: activation function. 

• DropOut: used to prevent the overfitting. 

• Sigmoid: The sigmoid function is used in each of gates 
to squish the input values into the range [0, 1]. 

E. Model Training 

This stage uses the training data to train the model where 
the features seen with training data are learnt by the model. 
Later these features are used by the model in the testing and 
making the prediction. Properly trained model provides 
reliable outcomes and those can be used for the practical 
implementation for the organization. Loss function and 
optimizer are defined to train the model. The model tries to deal 
with the classification problem due to which cross entropy loss 
along with the Adam optimizer are used in the model. 
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770000 data from the processed data have been used with 
the distribution of normal is to malicious data ratio of 1:10 
which has reduced the over and under fitting the training. The 
training procedure was carried out across upto 80 epochs, and 
the loss function was used to calculate the training loss for each 
epoch. After adding the overall loss to each loss, the total loss 
during the training phase was eventually calculated. During the 
training phase, the gradient is also updated using the optimizer 
function. The Model class object was constructed in order to 
train the model. The model development process defined the 
model class. The trained model contains data such as the 
number of numerical columns, the size of the output (two in 
this example), the embedding size of the category columns, and 
the number of neurons in the hidden layer.  

There have been three hidden layers taken into 
consideration, each with 64, 32, and 1 neurons. Given that there 
are only two possible outputs, the above model shows that the 
in_features value in the first linear layer is 32 and the 
out_features value in the last layer is 2. Prior to the model being 
trained, the loss function must be ascertained, and in order to 
do this, the optimizer and loss function that were utilized in the 
model's training must be defined. In the case of the optimizer 
function, Adam optimizer has been applied, and the cross 
entropy loss has been employed as the classification-based 
detection method. 

With various experiments and result. LSTM model with 
parameter values in Table 3 have the optimum performance on 
the basis of Accuracy, Loss, Confusion matrix, ROC-AUC and 
PR-AUC. 

TABLE I.  LSTM MODEL HYPERPARAMETERS. 

 

Parameters Value 

Activation Function ReLu 

Optimizer Adam 

No. of Epoch 80 

Loss Function Binary Cross Entropy 

Batch Size 1024 

Drop Out 50% 

F. Making Prediction 

After model creation and training, the next task is the 
testing of the data. Among all the data available 20 percent data 
is used for testing the model. Test data are passed through the 
LSTM model, the returned values are compared to the actual 
test data output from the model. Once the test process is 
complete, it is used to determine the loss of the model. 

G. Data Validation 

Data balancing will be used in the original dataset to create 
the uniform distribution of normal cases and abnormal cases. 
The model prepared earlier is validated with the help of 
randomly selected 20 percent of the data from the test data. The 
validation of the detection system is evaluated with the help of 
confusion matrix, Accuracy, Precision, Recall and F1 score. 

Precision =  
TP

TP + FP
 

 

(2) 

Recall: Recall (sometimes referred to as true positive rate 
or sensitivity) is the percentage of true positives among all 
genuinely positive cases. This statistic assesses the degree to 
which the actual positive cases were correctly predicted. 

Recall =  
TP

TP + FN
 

 

(3) 

F1- Score is the harmonic mean of precision and recall. F-
beta score is the weighted harmonic mean of precision and 
recall with the optimal value at 1 and worst value at 0. The beta 
parameter signifies the ratio or recall importance to precision 

importance. The value of  shows among recall and precision 
which is important. In case of this research recall is more 

important and hence FN assumes higher priority so F −  𝑠𝑐𝑜𝑟𝑒 

can calculate where  > 1. 

F − β =  
(1 + 𝛽2) × 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 × 𝑅𝑒𝑐𝑎𝑙𝑙

(𝛽2) × 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 + 𝑅𝑒𝑐𝑎𝑙𝑙
 

() 

When  =2, 

F2 − score =  
5 × 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 × 𝑅𝑒𝑐𝑎𝑙𝑙

4 × 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 + 𝑅𝑒𝑐𝑎𝑙𝑙
 

(5) 

Receiver Operator Characteristic (ROC) curve is an 
evaluation metric in classification problem. At various 
threshold settings, it shows TPR vs FPR. The classifier's 
capacity for class distinction and ROC curve summarization is 
measured by the area under the curve, or AUC. The more the 
AUC value is greater, the more effective the model is at the 
classification task. The system is stronger the higher its AUC 
score. The main reason for its application is its capacity to 
examine the issue of class imbalance. The balanced 
classification does not require ROC/AUC analysis [19]. 

IV. RESULT AND DISCUSSION 

A. Result using LSTM model 

Fig. 6. Accuracy of the model 
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Using the system logs, deep learning algorithms have been 
utilized to assess the insider's threat. The LSTM-based 
algorithm have been used to anticipate if the information 
presented is harmful or legitimate data. The study attempted to 
comprehend the role that data distribution had in the training 
process, leading to an evaluation of the outcomes using the 
original dataset as many researches have tried to use the created 
dataset after processing the available data. 

An LSTM layer accuracy of 70% was seen in the insider 
threat categorization [20]. However with the careful use of the 
system log files and features extraction and parameter tuning, 
the accuracy of the LSTM layer was observed to reach 93% 
without any synthetic data processing methods like GAN for 
senario 1. As a result, it was possible to increase the model's 
efficacy in threat prediction by distributing the data more 
uniformly. 

Fig. 7. Training Loss of the model 

Initially, the data was classified using LSTM-based 
classification to identify if the activities were harmful or 
normal. Since the loss during training was seen to be 
consistent, 40 epochs were employed for the LSTM model's 
training procedure. Figure below shows the loss associated 
with the LSTM training and testing 

 

Fig. 8. Confusion Matrix 

One of the crucial instruments for assessing and optimizing 
the categorization model is the ROC-AUC. Plotting True 
Positive Rate (TPR) or sensitivity on the y-axis against False 

Positive Rate (FPR) on the x-axis results in this curve. The 
trade-off between TPR and FPR is displayed via the ROC 
curve. Better performance will be indicated by the classifier 
whose curves are closer to the top-left corner. The diagonal 
line, where TPR and FPR are equal, will serve as the baseline 
for the random classifier. Therefore, a curve that approaches 
the ROC space's 45-degree diagonal indicates that the 
classification is less reliable. 

The classifier model's performance can be ascertained by 
looking at the area under the ROC curve. The degree or 
measure of separation will be represented by this curve. A 
curve will be used to display the model's ability to differentiate 
between the classes. A higher AUC indicates that the model 
can predict the likelihood of a true class more accurately than 
a false class. AUC will have a value between 0 and 1, with 1 
being a model that predicts with 100% accuracy 

TABLE II.  LSTM MODEL HYPERPARAMETERS. 

 

Fig. 9.  ROC curve 

 

Fig. 10. PR-ROC Curve 



Bhandari & Pudashine : Insider Threat Detection using LSTM 

64 

 
Journal of Science and Technology, 2023, Vol. 3, No. 1 

V. CONCLUSION AND RECOMMENDATION 

A. CONCLUSION 

With the increased usage of digital platforms for service 
delivery, threats to the organizational network have become a 
significant challenge. The majority of enterprises have made 
the transition to digital platforms and are now keeping their 
data on digital networks. Any organization's data is a valuable 
asset since it serves as the foundation for many daily operations 
and long-term planning decisions. Attackers will constantly be 
looking for ways to exploit weaknesses so that they can 
manipulate important data in order to obtain access to it. 
Network-based attackers have used a variety of techniques to 
obtain access to organizational data, which has put 
organizations' security at serious risk. This work has attempted 
to examine the insider danger to the company, despite the fact 
that attackers based outside as well as inside the organization 
are present today. Because insiders are perceived as a 
significant threat to the business because of their position 
within it, this study has attempted to categorize whether insider 
activities are carried out with benign or malevolent intent. 

The CMU CERT department has been managing and 
maintaining the dataset that was used for the thesis work with 
various parameters. While LSTM techniques were employed 
in this thesis work, deep learning algorithms were used to 
create the classification model. After the dataset was analyzed, 
it became clear that there was an imbalance in the distribution 
of abnormal and normal activity. 

When using the produced dataset, the classification 
accuracy rose to 93% classification accuracy from the original 
dataset without any significant data preprocessing. It is thought 
that a significant contributing factor to the model's improved 
performance has been the choice of the relevant features and 
the choice of the training and test data within the dataset.  

The organization will benefit from the deep learning-
derived classification and detection model in terms of staff 
activity monitoring and data storage security. When any 
harmful activity is detected, the business can take action based 
on the outcome, enhancing the protection of organizational 
data from insider threats. 

B. RECOMMENDATION 

As this work is primarily focused on developing a model 
for classifiying and detecting the insider threat of any 
organization without significant preprocessing the data. LSTM 
is seen promising for the purpose if feature extraction is done 
with great care.  To even increase the accuracy and the 
precision of the work, for furthur enhancement, the hybrid 
model could be developed like with the use of LSTM and some 
other models like SVM, self attention layer might significantly 
increase the performance of the classification and detection 
system. 
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