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Abstract: Takano [0] premeditated decomposition of curvature tensor in a recurrent Riemannian space.
After that, Negi and Bisht [3] defined and deliberated the decomposition of recurrent curvature tensor fields
in a Kaehlerian manifolds of first order. We have calculated the decomposition of Riemannian recurrent
curvature tensor manifolds of first order and some theorems established using the decomposition tensor field.
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1 Introduction

Walter [7] has given the following properties of the decomposition curvature tensor, namely recurrent,
symmetric, skews symmetric, and Bianchi identity

Ajir = —Ajig, At = — A, Vo, A' = 0, (1)
VipAp + Vi Ay + ViAy, =0, (2)
Ay = Ay Ay = — Ay (3)

The covariant derivative of the tensor AP are A, and covariant differentiation of a mixed tensor A are
defined as

VAP = 9y AP + T A%V, Ay = 0, A4 + T As, (4)

VrAl =0, A} + 7 Ay, — T AY (5)

also, in n-dimensional space, we describe the line element as ds through the quadratic form called the

metric form as below

N N
ds® =Y " gpgdardat or ds® = gyqdaPda’ (6)

p=1g¢=1

Let g = |gpq| denote the determinant with elements g,, and suppose g # 0, then g, is defined as

cofactor
gpq — %7 (7)

where g, is also a symmetric tensor known as conjugate tensor and some tensor manifold are represented
by []
. 1
{k,i,j} = 5(@'9;% +9j9jk — Okgij) (8)
And
éj} = Féj = glk[kaij] (9)

The Christoffel symbols [k, ij] and Tiij are symmetric in the indices j and k. The relation between is recip-
rocal through the following equation [4]

4, ki] = guT'}; and g™ [j, ki] = T'p. (10)
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2 Riemannian Curvature Tensor Manifolds of First Order

Riemannian recurrent curvature correlates a tensor at every point of Riemannian manifold (M, g), and
determines the degree to which the metric tensor in not narrowly equivalent to Euclidean space [I]. Rie-
mannian recurrent curvature tensor with respect to Christoffel symbols has components R;kl given by

Ry = 0; ), — 0kl + Tp,Th, — r;’,krgl. (11)

The curvature tensor is called Riemannian recurrent curvature tensor Manifolds or Riemannian — Christoffel
curvature tensor of the second kind. The Riemannian recurrent curvature tensor Manifolds satisfy the
following identities [4} [6]

Rl = —Rp Ry = —Ryp, (12)
Ry + Rij, + Riy; = 0, (13)
VRl = ViRl = VR, = 0. (14)

Equations and respectively are called Bianchi’s first and second identities.

The covariant derivative of the Riemannian curvature tensor R; i is defined as

VmR§kl = amR;’kl + R;’klrins - Riklrfnj - R;'slrizk - ;‘ks i (15)

The commutation laws involving the curvature tensor field R; L are given by

ViViX = Vi VX = N Riy,, (16)
ViV = ViViX, = A Rl — AN RYy,, (17)
2V VA = X' Rjy, (18)

2V (5 Vi Ai = —Ai Ry (19)

The equations (18) and ((19) are known as Ricci laws for covariant differentiation. A is the component
of any vector tangential to the surface [6]. The Riemannian curvature tensor a non-zero vector \,, then
satisfies the relation

vnR;‘kl = _)\nR;‘kl (20)
Riemannian recurrent curvature tensor field R; ; and satisfies the following theorem.
Theorem 1. If the associated curvature has components Rjpim = ?klgnm» then
(i) Rjkim is skew-symmetric in the first two indices R(jxyim = 0,
(ii) skew-symmetric in the last two indices Rjm) = 0,

(iii) satisfy Bianchi’s identities Rjpym = 0 and Vi, Rjpm =0,

(iv) are symmetric in two part of indices Rjkim = Rimjk-
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Proof. (i). Using and (12), we obtain
Rjklm - 29mna[jFZ]l + 2gmnFﬁJFZ]la

where 8[jI‘Z] , is skew-symmetric with regard to indices j and k. It can be expressed as

1 1
Rjim = 2gmn % 510, — O6T3] + 2gmn x S[TpTh, = TRT7). (21)
On the other hand, we obtain
Rjk:lm = gmna]FZl - gmnakF;L[ + gmnrzjril - gmnFZkal
or,
Rjklm+Rkjlm == gm,najFZl7gmnakr‘?l+gmnrgjrzl7gmnrgkr§l+gmnakrgl*gmnajF’gl‘i’gmnFZkFgl7gmnFZjF£l =0

or,
Rjgim + Rijim = 0.

This is equivalent to R;m) = 0.

(ii). In view of Ricci identities, we find 2V};Vygmn = —gmnRﬁkm — anRfk,r Using Vigmn = 0 and

equation , we obtain 0 = —Rjgmn + Rjknm or equivalently in symmetric brackets 0 = R (1mn)-
(iii). If we multiply equation and by gmn and sum with respect to m, we obtain the results.
(iv). The equation is equivalent to

Rjirim + Riijm + Rijem = 0. (22)
Therefore, we have the three similar equations are expressed in the form

Ririm + Rimij + Rmri; = 0,

Rimjk + Romjir + Rjimi = 0,

Rkt + Rjkmi + Rigmji = 0.
Adding above results, we obtain

Rjjim+ Riijm + Rijem + Rjkim + Ritjm + Rijim + Rimjk + Rtk + Rjimk + Rjri + Rjkmi + Remji = 0. (23)

Then using , we get

Rijem — Riemij — Rjikm — Rgmi; = 0

or,
Rijem + Rijim — Rimij — Rigmij =0

or,
2Ryjkm — 2Rpmi; =0

This proved
Rijkm = Remij-

Theorem 2. Prove that the Christoffel symbol

. 1
;-k = iﬁjlogg = 0;log+/y, (24)

where g = |gi;]
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Proof. we know that

ik _ Co-factor of g;,

g
or,
gk = Gar
g
or, '
99" = G

Multiplying the above equation with g;,, we obtain

997" gjr = G(j k) gjrs or gOF = G(j 1y gsr (fork =1),

then we have g = G(j, k)gj,.

Its differentiation with respect to X™ gives

ag ag is
Jzm R 8;7" (25)
The above result can be expanded as
Jdg ks .
Fgm = 997 (i, rm] + [r, jml). (26)
x
Considering the effect of conjugate metric tensor, we find
dg
— T r 27
= {7} + 905 (27)
The above result is equivalent to Op,g = 2917, (since g{I,,,} =T7...)-
This is same as $g0pmg = I'%,, or 9, Log\/g =TT,
O

Theorem 3. Riemannian recurrent curvature tensor of second kind can be contracted in two modes. One
yielding a zero and the other as a system tensor.

Proof. Contracting indices n and [ in the equation , we find

CeRjyy = Cel20 Ty + 207,17

pili~ k)l
or,
Ry = 20,1, + 205, Thy (28)
We know that
rl, = %8[j8k]logg =0 (29)
Also,
205 Ty = 207 Ty
or,
2% S, T, — T =2 x ST T, ~ I =0 (30)
Using and in gives
Rl =0 (31)
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This proves the first part.

Again, the equation which Bianchi identify is equivalent to
Ry + Ry + Ry
Setting m = j in the above equation gives
R+ Rl + R, =0. (32)
But Ryj; =0 in view of , thus above equation reduces to R‘;kl + R{jk =0.

In view of skew symmetry property of R; ks we get
! 1
Rjkl - lek =0.
Contracting the above equation, it becomes
Ry + Ry, =0or R{kl] =0.

Where [-] is skew symmetric brackets which proves the last part.
O

3 Decomposition of Riemannian Recurrent Curvature Tensor Man-
ifolds of First Order

Decomposition is a mode of breaking up of the Riemannian curvature tensor into pieces with useful in-
dividual algebraic properties; it is the decomposition of the space of all tensors having the symmetries of
the Riemannian tensor into its irreducible representation for the orthogonal group [4] 5]. We consider the
decomposition of the Riemannian recurrent curvature tensor Rj- i i the following structure

;‘kl = Xinkla (33)

where Y is the decomposition tensor field and X i is a vector field such that
X\ =1 (34)
Theorem 4. In a Riemannian recurrent curvature tensor manifolds the decomposition tensor symmetric
in the indices k and I, that is, Vi = —Yju.
Proof. We have sited properties of decomposition tensor field Yjz;. If we multiple by A;, we obtain
NiRl = XX Yy,

Since X'\; = 1, the above equation becomes

ARy = Yk (35)
By interchanging the two indices k£ and ! and adding in the above equation, we get

AiR;‘kl + )‘iR;kl = Yjr + Yk

or

Ni(Rijy + Ri) = Yk + Yigr. (36)
Since R;kl is skew-symmetric in the indices k£ and [, in view of , that is,
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Gkl = jkl
using the equation (20 in the equation (36f), we have
g q q )
)‘i(R;’kl - R;‘kl) = Yjr + Yk

This reduces to
0="Yju + Yju.

This gives the following identity
Yk = =Y. (37)
O

Theorem 5. The decomposition tensor Yy is skew-symmetric concerning its with two indices k and I, that
iS, Ykl = _Ykl-

Proof. We have more decomposed the tensor field Y} as

Yiwe =AY (38)
Multiplying by X, we obtain 4 ,
Xijkl = Xj)\ijl (39)
In view of (34)), the above equation gives
XY = Y

By interchanging the two indices k and [ in and adding the respective results, we get
X7 (Yirt + Yirt) = Yar + Vi (40)

Using (37)), we get _
X' Yk — Yig) = Y + Y

This reduces
0="Yu+Yy

Therefore, we get
Y = =Y.

O

Theorem 6. The decomposition of Riemannian recurrent curvature tensor field Y, and Yy to be recurrent
s that the vector field X" is covariant. Also, the decomposition tensor field satisfies the Bianchi identity

Yiei + Yi; + Y. =0and V. Y + VYo + Vi Yok

Proof. We solve equations and , we get the following equation

X7 (Y + Yty + Yiji) (41)
Transvacting by A\, we get
Xj)\,'(ijl + Yy + Yl]k) =0 (42)
In view of the following is obtained
Yjkr + Yiij + Yije = 0, (43)
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as the first result.
Again, finding covariant differentiation of about X™ and using , we obtain

VnRiy = Vo X Y + X'V, Y. (44)
Consider X' to be a covariant constant and using , the equation gives
vnR;‘kl = Vankl (45)
By virtue of , the equation gives
ViV Xt =0 (46)
Since Yjp, # 0, we have 4
V. X' =0. (47)

Thus X? is a covariant constant.

Now, we have in analysis of , and R;kl = X'V}, the Bianchi identity of the form VnRékl +
ViR, + ViR

¥ ink = 0 is converted into

X'VoYie + ViYiu + ViYje] = 0. (48)
Transvecting by R it gives .
X' VoY + VYo + VY] =0. (49)
Currently under the statement that X* is covariant constant, the equation reduces to
VoY + VYo + ViYar =0. (50)
Which is the Bianchi identity for the decomposition tensor field is of VY. O

4 Conclusions

Using the tensor field decomposition and the Bianchi identity, we developed some results on the Riemannian
recursive curvature tensor manifold. We also proved that the Riemannian recursive curvature tensor of the
second kind can be contracted in two ways. One produces zeros and the other as a system tensor.
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