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Abstract 

Facial attribute editing tasks have immense applications in today’s digital world, including virtual makeup, generating faces 
in the animation and gaming industry, social media face image enhancement and improving face recognition systems. This 
task can be achieved manually or automatically. Manual facial attribute editing, performed with software such as Adobe 
Photoshop, is a tedious and time-consuming process that requires an expert person. However, Automatic facial attribute 
editing tasks that can perform facial attribute editing within a few seconds are achievable using encoder-decoder and deep 
learning-based generative models, such as conditional Generative Adversarial Networks. In our work, we use different at-
tribute vectors as conditional information to generate desired target images, and encoder-decoder structures incorporate fea-
ture transfer units to choose and alter encoder-based features. Later, these encoder features are concatenated with the decoder 
feature to strengthen the attribute editing ability of the model. For this research, we apply reconstruction loss to preserve 
other details of a face image except target attributes. Adversarial loss is employed for visually realistic editing and attribute 
manipulation loss is employed to ensure that the generated image possesses the correct attributes. Furthermore, we adopt the 
WGAN-GP loss function type to improve training stability and reduce the mode collapse problem that often occurs in GAN. 
Experiments on the Celebi dataset show that this method produces visually realistic facial attribute edited images with 
PSNR/SSIM 31.7/0.95 and 89.23 % of average attribute editing accuracy for 13 facial attributes including Bangs, Mustache, 
Bald, Bushy Eyebrows, Blond Hair, Eyeglasses, Black Hair, Brown Hair, Mouth Slightly Open, Male, No Beard, pale Skin 
and Young. 
Keywords: Adversarial Learning; CGAN; Difference attribute vector; Facial attribute Editing; Feature transfer unit 
---------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------- 

1. Introduction 

Facial attribute editing involves altering specific fea-
tures of a facial image while preserving the remaining 
attributes and the person's identity. For instance, this 
could entail modifying hair color or introducing eye-
glasses into a facial image while ensuring all other 
characteristics remain unaltered. This editing task has 
many real-life applications, including data augmenta-
tion, Virtual makeup and Facial image processing, so-
cial media image enhancement, automatic face recog-
nition systems, and the game and animation industry. 
Facial attribute editing can be performed manually us-
ing complex software like Photoshop; however, 
achieving high-quality, realistic results in facial attrib-
ute editing requires skilled manpower, complex soft-
ware, and sufficient time. 
Deep learning [1] is a popular topic at present time due 
to its high accuracy for discriminative-focused tasks 
such as prediction and classification. These deep learn-
ing models are trained on extensive labeled data sets 
to achieve high accuracy. However, collecting large 

amounts of labeled data is impractical in certain situa-
tions, such as obtaining images of the same person in 
both female and male versions. One effective solution 
to this challenge is to utilize generative model [2] tech-
niques, which learn to generate new data similar to the 
data it was trained on. Variational Auto Encoder [3] 
and GAN [4] are two notable examples of generative 
models, but the Variational Autoencoder uses pixel-
wise reconstruction error (e.g., mean square error) as a 
loss function, which makes the model non-translation 
invariant and causes the output images to look blurry 
[5]. GAN consists of two networks, a generator and a 
discriminator, with different functions. The generator 
tries to generate more realistic data that can fool the 
discriminator. Whereas the discriminator tries to dis-
tinguish between the input (real) data and generator-
generated (fake) data as correctly as possible. GANs 
can generate new images that resemble input data dis-
tribution, but they do not give us control over the gen-
erated images. That's why we adopt conditional GAN 
[6], which allows for generating output data based on 
specific input conditions and provides greater control 
over the output data. Conditional information en-
hances the generator's ability to produce specific out-
puts. In facial attribute editing, we utilize a conditional 
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GAN to ensure output alignment with the provided 
conditional information.  
Existing methods [7, 8, 9, 10 and 11] Train separate 
models for each attribute. Therefore, one has to de-
velop different models for different attribute manipu-
lation. H-GAN [10] is a combined version of VAE and 
GAN that manipulates the hairstyle of the source im-
age. DNA-GAN [11] makes crossbreed images by 
swapping relevant latent blocks between images. Kim 
et al. [12] define attributes by different blocks of code 
and perform multiple attribute swapping between two 
inputs. Both Kim et al. and DNA-GAN are extended 
versions of GeneGAN [9]. IcGAN [5] compresses the 
input image into latent representations and decodes it 
with conditional information. However, this model 
trains the encoder and cGAN separately, limiting the 
reconstruction ability and flexibility of the generator 
[13]. Fader Networks [14] train encoder-decoder ar-
chitecture such that the latent representation is free 
from salient information of the input image. Making 
latent representations free from facial attributes results 
in information loss and reduced reconstruction ability. 
StarGAN [15] performs image-to-image translation 
between multiple domains to achieve facial attribute 
editing, but it lacks fine-grained control over specific 
attribute editing. AttGAN [13] introduces three types 
of losses to train the model and uses a skip connection, 
similar to U-net [16], to transfer the encoder feature to 
the decoder, but the use of a skip connection reduces 
the attribute manipulation ability of the model [17]. 
Additionally, most existing methods use full target at-
tribute vectors as conditional information. This often 
causes problems by manipulating other source attrib-
utes that must be kept constant. Only the attributes that 

require modification should be taken into account in 
order to preserve other details of the source image. 
Considering the above issues into account, we propose 
a novel model that can perform high-quality realistic 
facial attribute editing tasks, preserving all other attrib-
utes of the source image except the target attribute by 
utilizing a difference attribute vector as conditional in-
formation instead of a full target attribute vector.   

2. Materials and Method  

2.1 Methodology 

GAN models are able to produce satisfactory results, 
but the Training of GAN is often unstable because the 
training process involves min-max games between 
two networks. So, the training process may fail to con-
verge in scenarios where the generator excels at de-
ceiving the discriminator or when the discriminator 
excels at precise classification. Additionally, the mode 
collapse phenomenon occurs when the generator 
learns to produce a limited number of variations of the 
data rather than being able to generate a wide variety 
of examples. We adopt the WGAN-GP [18] adversar-
ial loss function to overcome these two issues, which 
provides greater stability and is less sensitive to model 
parameters. Importantly, the Wasserstein distance 
used to calculate the difference between the probabil-
ity distribution of real and fake images is continuous 
and differentiable and continues to provide a linear 
gradient, even after the critic is well-trained [19]. In 
WGAN-GP, the discriminator architecture is called 
the critic due to the omission of a sigmoid activation 
function that confines outputs to binary values of 0 or 
1, indicating real or fake samples. This modification 
allows the critic network to yield values across a 
broader range, enabling them to function as versatile 
critics. Instead of categorizing images strictly as real 

Figure 2: Block diagram of proposed model 

 
Figure 1: Facial attribute editing results from our pro-

posed model   
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or fake, the critic model scores the realness and fake-
ness of given image. The adversarial Process in 
WGAN-GP is expressed as: 

~ ( )~1
min max [( )] [ ( )] .

rG z p zpD
D D G G P


− +x zxE E

                                                (1)                                           
Here, D denotes critic, constrained to be a 1-Lip-
schitz function. The first segment of the equation 
represents the output from the critic for real data 'x', 
The middle segment represents the critic output for 
fake data 'G(z)' and G.P represents the gradient pen-
alty which helps to maintain the L2 norm of the critic 
gradients close to 1 offering easier optimization and 
convergence of model compared to the other GAN 
training methods[18]. The critic endeavors to en-
hance the gap between the real and generated data, 
as it intends to differentiate them precisely. Con-
versely, the generator network strives to lessen the 
difference between the real and the generated data, 
as it seeks to create data that is as real as possible. 
The discriminator adversarial loss, known as the 
critic loss in the context of WGAN-GP, is intricately 
linked to the quality of the images generated by the 
generator. This suggests that an improvement in the 
quality of the generated images corresponds to a re-
duction in the critic loss, moving it towards zero [19]. 
The block diagram of the proposed model is shown 
in Figure 2. The encoder, decoder, and FTU [20] 
make the Generator module, and Critic D and Clas-
sifier C make the Discriminator module.  

2.1.1 Generator 

A face image xs with s binary source attributes repre-
sented by s = [s1,s2,…,sn] is passed through a series of 
convolution layers of the encoder to find features and 
patterns present in the image. The output from lth en-
coder layer is given by: 

( )l l s
encf G x=                              (2) 

Here, Genc denotes the output from the encoder, and the 
output from the last layer of this sub-module is given 
by 

1 2 5{ , ,... },z f f f=                        (3) 
The output from the fifth layer of the encoder is con-
catenated with a different attribute vector and di-
rectly passed to the decoder. To reuse the feature ex-
tracted by the earlier layer of the encoder, instead of 
a direct skip connection, features are transferred via 
FTU, which refines the encoder feature based on the 
provided difference attribute vector and then passes 
to the designated decoder layer, as shown in Figure 
3. The decoder regenerates the image based on infor-
mation received from FTU and z conditioned on b. 

ˆ ( ( ), )t s
dec ency G G x b=                      (4) 

Here is the attribute edited image generated by the en-
coder and expected to possess the target attribute t. 

2.1.2 Discriminator 

 Table 1 : Model component architecture 
L Encoder Decoder Critic Classifier 
1 Conv(64,4,2),BN,LReLU DeConv(3,4,2) Conv(64,4,2),IN,LReLU 
2 Conv(128,4,2),BN,LReLU DeConv(128,4,2),BN,ReLU Conv(128,4,2),IN,LReLU 
3 Conv(256,4,2),BN,LReLU DeConv(256,4,2),BN,ReLU Conv(256,4,2),IN,LReLU 
4 Conv(512,4,2),BN,LReLU DeConv(512,4,2),BN,ReLU Conv(512,4,2),IN,LReLU 
5 Conv(1024,4,2),BN,LReLU DeConv(1024,4,2),BN,ReLU Conv(1024,4,2),IN,LReLU 
6   FC(1024),LReLU FC(1024),LReLU 
7   FC(1) FC(13),Sigmoid 

Conv (d, k, s) and DeConv (d, k, s) represent convolution and Transposed convolution operation with a dimension 'd', 
kernel size 'k' and stride value's'. BN and IN denote Batch Normalization and Instant Normalization, respectively. 'L' 
represents Layer number of the encoder and decoder. 
 

Figure 4: Detail structure of discriminator Figure 3: Detail structure of generator 



59

Upadhyay et al.                                                                   Journal of Engineering and Sciences 2(1) (2023) 
 

GAN to ensure output alignment with the provided 
conditional information.  
Existing methods [7, 8, 9, 10 and 11] Train separate 
models for each attribute. Therefore, one has to de-
velop different models for different attribute manipu-
lation. H-GAN [10] is a combined version of VAE and 
GAN that manipulates the hairstyle of the source im-
age. DNA-GAN [11] makes crossbreed images by 
swapping relevant latent blocks between images. Kim 
et al. [12] define attributes by different blocks of code 
and perform multiple attribute swapping between two 
inputs. Both Kim et al. and DNA-GAN are extended 
versions of GeneGAN [9]. IcGAN [5] compresses the 
input image into latent representations and decodes it 
with conditional information. However, this model 
trains the encoder and cGAN separately, limiting the 
reconstruction ability and flexibility of the generator 
[13]. Fader Networks [14] train encoder-decoder ar-
chitecture such that the latent representation is free 
from salient information of the input image. Making 
latent representations free from facial attributes results 
in information loss and reduced reconstruction ability. 
StarGAN [15] performs image-to-image translation 
between multiple domains to achieve facial attribute 
editing, but it lacks fine-grained control over specific 
attribute editing. AttGAN [13] introduces three types 
of losses to train the model and uses a skip connection, 
similar to U-net [16], to transfer the encoder feature to 
the decoder, but the use of a skip connection reduces 
the attribute manipulation ability of the model [17]. 
Additionally, most existing methods use full target at-
tribute vectors as conditional information. This often 
causes problems by manipulating other source attrib-
utes that must be kept constant. Only the attributes that 

require modification should be taken into account in 
order to preserve other details of the source image. 
Considering the above issues into account, we propose 
a novel model that can perform high-quality realistic 
facial attribute editing tasks, preserving all other attrib-
utes of the source image except the target attribute by 
utilizing a difference attribute vector as conditional in-
formation instead of a full target attribute vector.   

2. Materials and Method  

2.1 Methodology 

GAN models are able to produce satisfactory results, 
but the Training of GAN is often unstable because the 
training process involves min-max games between 
two networks. So, the training process may fail to con-
verge in scenarios where the generator excels at de-
ceiving the discriminator or when the discriminator 
excels at precise classification. Additionally, the mode 
collapse phenomenon occurs when the generator 
learns to produce a limited number of variations of the 
data rather than being able to generate a wide variety 
of examples. We adopt the WGAN-GP [18] adversar-
ial loss function to overcome these two issues, which 
provides greater stability and is less sensitive to model 
parameters. Importantly, the Wasserstein distance 
used to calculate the difference between the probabil-
ity distribution of real and fake images is continuous 
and differentiable and continues to provide a linear 
gradient, even after the critic is well-trained [19]. In 
WGAN-GP, the discriminator architecture is called 
the critic due to the omission of a sigmoid activation 
function that confines outputs to binary values of 0 or 
1, indicating real or fake samples. This modification 
allows the critic network to yield values across a 
broader range, enabling them to function as versatile 
critics. Instead of categorizing images strictly as real 

Figure 2: Block diagram of proposed model 

 
Figure 1: Facial attribute editing results from our pro-

posed model   
 

Upadhyay et al.                                                                   Journal of Engineering and Sciences 2(1) (2023) 
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The images created by the generator are sent to the dis-
criminator module to determine whether the generated 
image is accurate and realistic. The image is deemed 
accurate if it correctly possesses the target attributes. 
This task is performed by the classifier by comparing 
the attributes of the generated image with the target at-
tributes. Realism is assessed by the critic through an 
adversarial process. The detailed architecture of the 
critic and classifier is shown in Figure 4. 

2.2 Loss Function 

The discriminator model is trained directly on both 
real and generator generated images, while the gener-
ator does not undergo direct training; instead, its train-
ing occurs through interaction with the discriminator 
model. The discriminator learns to furnish the loss 
function for the generator, and these two models en-
hance their performance concurrently. The imple-
mented loss functions in this study include recon-
struction loss, WGAN-GP adversarial loss, and attrib-
ute manipulation loss. 

2.2.1 Reconstruction loss 

This loss represents the L1 norm distance metric, 
which measures the distance between the recon-
structed and the original image and is employed to 
maintain the integrity of the remaining attributes of the 
facial image. The resulting reconstructed image is ex-
pected to be identical to the input when the source and 
target attribute vector is the same, causing the differ-
ence attribute vector to be zero. This loss is formulated 
as follows: 

1|| ( , ) ||s s
rec decL x G x b= −                    (5) 

Here, Gdec(xs,b) represents the output from the de-
coder given xs and b as inputs, and || ||1 represents the 
L1 norm. 

2.2.2 Adversarial Loss 

This loss is implemented to guarantee the realism and 
indistinguishability of the generated images. The gen-
erator adversarial loss incentivizes the generator to 
create outputs resembling real data, while the critic ad-
versarial loss quantifies the discriminator's ability to 
differentiate between real and generated data. The ad-
versarial loss for Critic and Generator is formulated as 
follows: 

ˆ

ˆ

ˆ

2
ˆ 2..................
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x advy
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G adv advx b
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Here, 𝔼𝔼  represents expectation, 𝜆𝜆  controls the 

strength of the gradient penalty term, and 𝑥𝑥 ̂ is sam-
pled along pathways connecting pairs of real and 
generated images.  

2.2.3Attribute Manipulation Loss 

This loss ensures that the generated images possess the 
desired target attributes. It is calculated using the 
cross-entropy loss between the predicted and the target 
attribute label. This loss is formulated as, 

ˆ ˆ

1
min [ log ( ) (1 ) log(1 ( ))]

G
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i i i iG cls
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1
min [s log ( ) (1 ) log(1 (x ))]c

n
s s

i i i ic s
i

C lL c x s c
=

= − − −  

 (9) 
Here, ci represents the prediction of ith attribute, si 
and ti represent ith source and target attribute, respec-
tively. 
Considering the mentioned losses, the aim of training 
these two sub-modules can be framed as: 

1 2min
G GG G rec cls advL L L L = + +            (10)    

,min
C DD C cls advL L= +                        (11) 

2.3 Dataset collection 

The study employs the CelebA[22] dataset, which 
contains 202,599 aligned face images at 178 x 218 pix-
els, each annotated with 40 binary attributes indicating 
features like Bald, Bang, 5'o clock shadow, Attractive, 
and chubby. The first 28,000 images are used for 
model training, the next 1,000 for validation, and the 
remaining for testing. This experiment focuses on 13 
distinct facial attributes, such as Bald, Bangs, Blond 
Hair, Black Hair, Brown Hair, Eyeglasses, Bushy eye-
brows, Male, Mouth Slightly Open, No Beard, Mus-
tache, Pale skin and Age as these attributes are highly 
discernible and widely used in existing literature. Im-
ages are resized to 128x128 pixels and then scaled to 
[-1,1] before applying the ReLU activation function. 

Table 2: Hyperparameters Configurations 
S.N Parameter Name Value 
1 Image size 128*128 
2 Number of Critic update 

per generator update 
5  

3 Epoch 60 
4 Optimizer Adam (β1=0.5, 

β2=0.99)[21] 
5 Learning rate 2E-4 
6 Batch size 32 
7 λ1, λ2 100, 10 
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This scaling aids in training stability and overall per-
formance of deep neural networks [23].  

2.4 Training Details 

The detailed Model architecture is shown in Table 1, 
and Hyperparameters with their values are listed in Ta-
ble 2. The tools and software's used in this thesis work 
are listed below: 

• Python 
• Tensorflow 
• Numpy, pandas, PIL,Scikit-image 
• Google Colab GPU with 32GB RAM. 

3. Results and Discussion 

The adversarial losses of the critic and generator 
throughout the training period are depicted in Figure 
5. The curves in the figure illustrate that the critic 
loss value moves toward zero as the training steps in-
crease. In the case of the generator, a larger score for 
fake images by the critic will result in a smaller gener-
ator adversarial loss, which encourages the critic to 
output a larger score for fake images because genera-
tor adversarial loss is equal to the negative of mean 
critic score on fake images [19] which is smaller and 
so on. 
At the beginning of training, the model is just start-
ing to learn the input data distribution, so the output 
of the first epoch is blurry. However, as training 
steps increase, the model gradually learns to recon-
struct and edit attributes of the input image based on 
conditional information, as shown in Figure 6. Not 
only can the model manipulate a single attribute, but 

Figure 5: Critic and Generator adversarial loss vs. 
steps 

Figure 6: Intermediate results of the model 

Figure 7: Multiple attribute editing 
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,min
C DD C cls advL L= +                        (11) 

2.3 Dataset collection 

The study employs the CelebA[22] dataset, which 
contains 202,599 aligned face images at 178 x 218 pix-
els, each annotated with 40 binary attributes indicating 
features like Bald, Bang, 5'o clock shadow, Attractive, 
and chubby. The first 28,000 images are used for 
model training, the next 1,000 for validation, and the 
remaining for testing. This experiment focuses on 13 
distinct facial attributes, such as Bald, Bangs, Blond 
Hair, Black Hair, Brown Hair, Eyeglasses, Bushy eye-
brows, Male, Mouth Slightly Open, No Beard, Mus-
tache, Pale skin and Age as these attributes are highly 
discernible and widely used in existing literature. Im-
ages are resized to 128x128 pixels and then scaled to 
[-1,1] before applying the ReLU activation function. 

Table 2: Hyperparameters Configurations 
S.N Parameter Name Value 
1 Image size 128*128 
2 Number of Critic update 

per generator update 
5  

3 Epoch 60 
4 Optimizer Adam (β1=0.5, 

β2=0.99)[21] 
5 Learning rate 2E-4 
6 Batch size 32 
7 λ1, λ2 100, 10 
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This scaling aids in training stability and overall per-
formance of deep neural networks [23].  

2.4 Training Details 

The detailed Model architecture is shown in Table 1, 
and Hyperparameters with their values are listed in Ta-
ble 2. The tools and software's used in this thesis work 
are listed below: 

• Python 
• Tensorflow 
• Numpy, pandas, PIL,Scikit-image 
• Google Colab GPU with 32GB RAM. 

3. Results and Discussion 

The adversarial losses of the critic and generator 
throughout the training period are depicted in Figure 
5. The curves in the figure illustrate that the critic 
loss value moves toward zero as the training steps in-
crease. In the case of the generator, a larger score for 
fake images by the critic will result in a smaller gener-
ator adversarial loss, which encourages the critic to 
output a larger score for fake images because genera-
tor adversarial loss is equal to the negative of mean 
critic score on fake images [19] which is smaller and 
so on. 
At the beginning of training, the model is just start-
ing to learn the input data distribution, so the output 
of the first epoch is blurry. However, as training 
steps increase, the model gradually learns to recon-
struct and edit attributes of the input image based on 
conditional information, as shown in Figure 6. Not 
only can the model manipulate a single attribute, but 

Figure 5: Critic and Generator adversarial loss vs. 
steps 

Figure 6: Intermediate results of the model 

Figure 7: Multiple attribute editing 
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it is also capable of manipulating multiple attributes 
simultaneously, as shown in the Figure 7.  
In assessing the performance of attribute editing, we 
consider two key dimensions: image quality and at-
tribute editing accuracy. Due to the absence of ground 
truth, we employ two alternative metrics to quantita-
tively evaluate our proposed model. To gauge the ac-
curacy of facial attribute editing in our approach, we 
utilize a pre-trained attribute classifier which was also 
employed in AttGAN [13] and has a mean accuracy of 
94.5% per attribute on the CelebA dataset. Our evalu-
ation criteria involve comparing the predicted attribute 
of a generated image with the desired attribute. If the 
classifier's prediction matches the desired attribute, we 
classify the generation as correct; otherwise, it is 
deemed incorrect. Table 3 provides attribute editing 
accuracy for 13 attributes. Regarding image quality, 

we maintain the target attribute vector identical to the 
source attribute vector and compared the reconstructed 
image with input image to present the PSNR/SSIM re-
sults for image reconstruction in Table 4. Our model, 
benefiting from the FTUs and differential attribute 
vectors, outperforms AttGAN [13] and ICGAN [5] 
significantly in terms of reconstruction quality. Nota-
bly, ICGAN exhibits limited reconstruction capability 
due to its training procedure. FaderNet [14] achieves 
superior reconstruction results, primarily attributed to 
each FaderNet model being trained to handle a single 
attribute.  
For qualitative analysis, we compared our model 
with AttGAN [13], as shown in Figure 8. The results  
of AttGAN were produced utilizing the publicly 
available model. It is evident from these results that 
the AttGAN method still has limitations in manipu-
lating sophisticated attributes such as baldness, hair, 
mustache, and age. The comparison reveals that our 
model exhibits superior reconstruction and attribute 
manipulation capabilities compared to AttGAN. 
This superiority can be attributed to the difference 
attribute vector, which helps to refine the features in 
FTU before transmitting them from the encoder 
layer to the decoder layer, whereas AttGAN employs 
a direct skip connection for feature reusability and 
full target attribute vector instead of difference at-
tribute vector. 

4. Conclusions 

This Study demonstrates the efficacy of the use of dif-
ferential attribute vectors as conditional information 
rather than full target attribute vectors for facial attrib-
ute editing. It is shown that the model generates visu-
ally realistic facial attribute edited images, preserving 
other attributes except for target attribute/s. The use of 
differential attribute vectors as conditional infor-
mation leads to significant improvement in the model's 
accuracy because it only focuses on the attributes that 
need to be changed. This model outperforms the other 
state-of-the-art models regarding generated image 
quality and attribute generation accuracy. 
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Figure 8: Comparison with AttGAN [13] 

Table 3: Attribute Generation Accuracy 
Attribute Accuracy 

Bald 76.46 
Bang 93.54 

Black Hair 91.42 
Blond Hair 78.82 
Brown Hair 87.34 

Bushy Eyebrows 91.27 
Eyeglasses 96.71 

Gender 93.89 
Mouth Open 97.12 

Mustache 76.19 
No Beard 93.08 
Pale Skin 97.26 

Age 87.01 
Average 89.23 

 

Table 4 : Reconstruction quality of different model 
Method PSNR/SSIM 
IcGAN 15.28/0.430 
FadarNet 30.62/0.908 
AttGAN 24.80/0.819 
Our Model 31.70/0.950 
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we maintain the target attribute vector identical to the 
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sults for image reconstruction in Table 4. Our model, 
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a direct skip connection for feature reusability and 
full target attribute vector instead of difference at-
tribute vector. 
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This Study demonstrates the efficacy of the use of dif-
ferential attribute vectors as conditional information 
rather than full target attribute vectors for facial attrib-
ute editing. It is shown that the model generates visu-
ally realistic facial attribute edited images, preserving 
other attributes except for target attribute/s. The use of 
differential attribute vectors as conditional infor-
mation leads to significant improvement in the model's 
accuracy because it only focuses on the attributes that 
need to be changed. This model outperforms the other 
state-of-the-art models regarding generated image 
quality and attribute generation accuracy. 
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Figure 8: Comparison with AttGAN [13] 
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