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The efficiency of the machine learning techniques in context to the 
detection of malware's has been proved by state-of-the-art research 
works. Since adversaries are developing various kinds of malware, 
its detection has become a challenging task. Unfortunately, there 
is every growing threat to cyberspace due to different kinds of 
malicious programs termed as malware. Malware detection has 
become challenging task now days. Supervised Machine Learning 
Algorithms are used to detect malware in emerging technologies 
such as Internet of Things (IoT) and distributed computing, 
there is seamless integration of heterogeneous applications with 
interoperability The objective of this paper is to explore and 
evaluate different ML models with empirical study. In this paper, we 
proposed a ML framework for analyzing performance of different 
prediction models. An algorithm known as Machine Learning 
based Automatic Malware Detection (ML-AMD) is proposed. This 
algorithm is used to realize the framework with supervised learning. 
This empirical study has resulted in knowledge about ML models 
such as Decision Tree (DT), Logistic Regression (LR), Random 
Forest (RF), Multilayer Perception (MLP) and Gradient Boosting 
(GB). Random Forest model has exhibited highest accuracy with 
97.96%. The research outcomes in this paper help in triggering 
further investigations towards automatic detection of malware.
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logistic regression, random forest, multilayer perception, gradient 
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Introduction
Malware is the malicious software that is created 
with bad intentions. It is often used to spread 
unwanted software that causes damage to systems. 
Adversaries are making business out of it and there 
are many incidents of it in the recent past. The term 

malware refers to software that damages devices, 
steals data, and causes chaos. There are many types 
of malware—viruses, Trojans, spyware, ransom 
ware, and more. With the avail- ability of malware 
instances and signatures, it became easier to 
identify known malware. Machine learning domain 
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provides required AI enabled techniques that can 
be exploited for malware detection. With the recent 
advancements in ML, it is possible to achieve near 
real time detection of malware Gibert et al. (2020). 
It is observed from existing methods that there are 
many advantages of using ML techniques. The 
advantages include prediction accuracy, ability to 
use supervised learning samples and so on.

ML models are widely used for detection of 
malware with supervised learning. Such models are 
explored in (Gibert et al., 2020: Karbab et al., 2019:  
Mahindru et al., 2020: Sara, et al., 2021: Chin et al. 
2018: Chen, X., et al., 2019: Usman et al., 2021 & 
Singh et al. 2020). Gibert et al. (2020) proposed a 
dep learning model for malware classification. It 
is made up of multiple models for efficient predic- 
tions. Karbab et al. (2019) proposed a data-driven 
malware detection approach using ML techniques. 
They used behaviour analysis reports for their 
empirical study. Mahindru et al. (2020) proposed 
a methodology for automatic Android malware 
detection using ML techniques. Hosseinzadeh 
et al. (2021) proposed ML approaches that can 
be used for pre- diction of given disease. Chin et 
al. (2020) also focused on DGA based machine 
learning models for malware detection. Chen et 
al. (2019) used malware detection approach for 
Android malware using ML techniques. Masum 
et al. proposed a deep learning model for Android 
malware detection. The model is known as Droid-
NNet. Usman et al. (2021) focused on building an 
intelligent system for malware detection and that 
is associated with digital forensics. Singh et al. 
(2020) used ML techniques to detect malware in 
executable files. 

Problem Statement
From the review of literature, it is ascertained 
that machine learning models are very useful 
for creating artificial intelligence (AI) needed to 
detect malware automatically. There are many 
ML models available. However, it is important to 
analyze each model for its modus operandi and 
performance for making choices for building a real 
malware detection model. That made us to design 
this extensive research projects. 

Research Objective
The contributions in the paper are as follows:
1.	 To propose a machine learning (ML) 

based framework for automatic detection 
of Malware by exploiting many detection 
models using supervised learning. 

2.	 To build a prototype for evaluation of the 
framework and the underlying models along 
with performance analysis. 

The remainder of the paper is structured as 
follows. Section 2 focuses on the review of 
literature covering different ML models for 
malware detection. Section 3 presents the proposed 
methodology for automatic detection of malware. 
Section 4 presents experimental results while Sect. 
5 concludes our work and bestows directions for 
future work.

Literature Review
This section reviews literature on existing methods 
for detection of malware. Gibert et al. (2020) 
proposed a deep learning model for malware 
classification. It is made up of multiple models 
for efficient predictions. Li et al. (2019)  proposed 
a malware detection model based on Domain 
Generation Algorithm (DGA). It is based on 
machine learning techniques. Pei et al. (2020) 
proposed a deep learning framework known as 
AMalNet based on CNN for malware detection. 
Karbab et al. (2018) focused on Android malware 
detection by defining an automated framework 
using deep learning methods. Karbab et al. (2019) 
proposed a data-driven malware detection approach 
using ML techniques. They used behaviour 
analysis reports for their empirical study. Wu 
(2020) focused on a systematic study of malware 
detection methods based on deep learning. Jangam 
(2021) explored deep learning, stacking and 
transfer learning methods for prediction purposes. 
Mahindru et al. (2010) proposed a methodology for 
automatic Android malware detection using ML 
techniques. Hosseinzadeh et al. (2021)proposed 
ML approaches that can be used for prediction 
of given disease. Chin et al. (2018) also focused 
on DGA based machine learning models for 
malware detection. Chen et al (2019) used malware 
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detection approach for Android malware using ML 
techniques. Masum et al. proposed a deep learning 
model for Android malware detection. The model 
is known as Droid-NNet.

Xiao et al (2019) defined a model based on deep 
learning behaviour graphs for malware detection. 
Usman et al. (2021) focused on building an 
intelligent system for malware detec- tion and 
that is associated with digital forensics. Singh et 
al. (2020) used ML techniques to detect malware 
in executable files. Zhang et al. (2021) focused on 
feature exploration using deep learning towards 
classification of Android malware. Alzaylaee et al 
(2019) proposed a deep learning framework known 
as DL-Droid for Android malware detection for real 
devices. Akarsh et al. (2019) used deep learning 
and visualized the detection of malware and the 
classification results. Dib et al (2021) proposed 
multi-dimensional deep learning framework for 
malware classification in IoT environment. Kim et 
al. (2018) focused on extraction of features along 
with multi-modal deep learning in order to achieve 
Android malware detection performance. Pektas¸ 
et al (2019) used opcode sequences and deep 
learning to detect Android malware. Gohari et al 
(2021) used network traffic based deep learning 
for Android malware detection and classification. 
Bawazeer et al. (2021) exploited hardware 
performance counters to detect malware using 

ML models. Kambar et al. (2022) investigated on 
several kinds of existing methods used to detect 
mobile malware.

From the review of literature, it is ascertained 
that machine learning models are very useful for 
creating artificial intelligence (AI) needed to detect 
malware automatically. There are many ML models 
available. However, it is important to analyse each 
model for its modus operandi and performance 
for making choices for building a real malware 
detection model.

Proposed Framework
A ML framework for automatic detection of malware 
was proposed. The framework, as presented in Fig. 
1, takes malware dataset (Malware Exploratory 
Data) and uses it for training and testing with 
80:20 ratio in the form of preprocessing. The 
training dataset is subjected to learning a classifier. 
Different classifiers are exploited for malware 
detection. Logistic Regression, Decision Tree, 
Random Forest, MLP and Gradient Boosting are 
the prediction models used in the framework. After 
completion of training process, the ML models 
gain required intelligence to form a malware 
detection system which takes testing data and 
performs malware detection process resulting in 
classification of malware samples discriminated 
from genuine instances. 

Figure 1: ML Framework for Automatic Malware Detection
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Logistic Regression is a statistical model which 
models a binary dependent variable by using a 
logistic function. It is also known as sigmoid 
function which is as given in Eq. 1.

1
1+e–x

ex

1+ ex=f(x)= ... (1)

This function helps the model to obtain values 
required by binary classification. If p(x), an 
unbounded linear function, is assumed as linear 
function, probability is denoted by p which ranges 
from 0 to 1. To solve the problem, let log p(x) is a 
linear function and log p(x)/(1−p(x)) is expressed 
as in Eq. 2.

log p(x)
1-p(x)f(x)= ... (2)=a0+a.x

Once the problem of p(x) is solved, it can be 
expressed as in Eq. 3.

ea0+a

ea0+a + 1
f(x)= ... (3)

In order to make logistic regression as a linear 
function there is need for a threshold which is set 
to 0.5 and rate of misclassification is minimized.

Decision Tree is another algorithm used in the 
proposed framework. It models given data in 
the form of a tree so as to converge into useful 
decisions. In order words, it solves given problem 
with tree representation of data. It makes use of 
two important measures known as entropy and 
Gini index. Entropy is computed as in Eq.

Entropy = - pilog2 (Pi) ... (4)
n

i-1
S

Gini index is another measuring for knowing 
inequality. It results in a value between 0 and 1. 
Lowest value indicates homogenous elements while 
higher value indicates heterogeneous elements 
indicating maximum inequality. This measure 
reflects sum of the square of probabilities associated 
with each class. It is computed as in Eq. (5)

n

i=1
SGini Index = (pi)

2... (5)1-

Random Forest is another popular ML technique. It 
makes use of many decision trees internally. It gets 
predictions of all trees and make a final decision. 
Multilayer perceptron, on the other hand, is an 
Artificial Neural Network (ANN) variant. It has 
input layer, output layer and at least one hidden 
layer. Its important computations are as in Eq. 6 
and Eq. 7.

	 h1 = step z1  = step w1.x + b1...(6)

	 y = step z2  = step w2.h1 + b2 ...(7)

Any ANN is generally trained in batches. Each 
input value in the batch is a vector denoted as X. 
From the available m instances, k instances are 
derived as in Eq. 8.

x1= ...(8)xk
..., =

x1,1 xk,1

xk,nx1,n

...

Then the k instances are combined as in Eq. (9).
,

T

T
1

k
X= ...(9)=

x x1,1 ... x1n)

xk,1,... xk,n
x
..... ..........................................

Provided this, the computation of y is changed to 
the expression in Eq. 10

y = step(z) = step (X.W + b)... (10)

X is an input with shape (k,n) where number of 
input values is denoted as n while k denotes number 
of instances. W is nothing but a matrix with shape 
(n, u).

Gradient boosting is another algorithm used in 
the empirical study. Here new trees are built with 
significant difference. It has ensemble concept in 
machine learning which tries to reduce bias. The 
model is built as expressed in Eq. 11.

	 f0(x) = argminAγ L (y, γˆ) ... (11)

where f0(x) is the model to be built, gamma is 
the predicted value while y denotes actual value. 
Loss function is denoted as L. Now an improved 
model, expressed in Eq. 12, is used where residual 
is computed.

	 f1(x) = f0(x) + h1(x) ... (12)
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The above process is repeated for several times. 
The general form of expression to be carried out at 
each iteration is as in Eq. 13.

fm(x) = fm−1(x) + hm(x) ... (13) 

It is the general form for boosting algorithm. It is 

meant for classification of malware test samples in 
this paper. It exploits ensemble approach in order 
to have improved performance. In the framework 
shown in figure 2, different ML models are used 
in pipeline and the performance of the models is 
evaluated.

Ture positive Positive
Positive Negative

Fails positive

False Negative

True Negative Negative
Really is

Classified as 

Figure 2: MLFramework for Automatic Malware Detection
As presented in figure 2, confusion matrix is used 
to derive many metrics for performance evaluation. 
Table 1: Performance Metrics Used for Evaluation

Metric Formula Value range Best value
Precision (p) TP

TP +FP
[0; 1] 1

Recall (r) TP
TP +FN

[0; 1] 1

Accuracy [0; 1] 1
F1-Score (p * r)

(p + r)
2* [0; 1] 1

The  performance metrics use for evaluation is as 
shown in Table 1.

Each measure has its value range between 0 
and 1 indicating least and highest performance 
in prediction. An algorithm known as Machine 

Algorithm: Machine Learning based Automatic Malware Detection (ML- AMD)
Inputs: D (dataset), M (ML models),                              Output: Predictions P
1.	 Start	 2.	 Initialize map R for results
3.	 (T1, T2) Pre-Process (D)	 4.	 F Feature Extraction(T1)
5.	 For each model m in M	 6.	 Train the model m using F
7.	 Results Fit The Model (m, T2)	 8.	 Update R with the model and results
9.	 End For	 10.	 For each r in R
11.	 Print results	 12.	 End For
13.	 End

As presented in Algorithm 1, it takes given malware 
dataset and set of ML models as inputs. Then it 
performs preprocessing of the dataset. It follows 
supervised learning approach to train each model 
present in the pipeline. Prior to training process, 

Learning based Automatic Malware Detection 
(ML-AMD) is proposed to realize the framework

Algorithm 1: Machine Learning-Based Automatic Malware Detection (ML-AMD)
it has provision for feature extraction to get useful 
features. Each model is trained with the training 
set and then test set is used to perform prediction 
process.
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Table 2: Performance of Different Prediction Models
Prediction model TP TN FP FN

Logistic regression 640 1400 13 70
Decision tree 680 1400 15 37
Random forest 670 1400 9 34
MLP 670 1400 23 35
Gradient Boosting Classifier 660 1400 7 48

As presented in table 2, the malware prediction 
models along with their prediction values in terms 
of TP, TN, FP and FN are provided. Based on 
these values, different metrics are computed. For 
instance, the computation of performance metrics 
for Logistic Regression is made as per equations 
given in Table 1.

640
640  +13Precision = = 0.98

640
640 + 70Recall = = 0.90

F1 − Score = 2 × 0.98 * 0.90/0.98 + 0.90 = 0.94

640 + 1400 
640 + 1400 + 13 + 17Accuracy =  = 0.96

In this fashion, each model’s performance 
computed and the results are shown in Table 3.

Table 3: Malware Detection Performance Comparison

Malware detection model
Performance (%)

Precision Recall F1-Score Accuracy
Logistic regression 0.98 0.90 0.94 0.96
Decision tree 0.98 0.95 0.97 0.9777
Random forest 0.99 0.95 0.97 0.9796
MLP 0.97 0.95 0.96 0.97248
Gradient boosting 0.99 0.93 0.96 0.9739

As presented in Algorithm 1, it takes given malware 
dataset and set of ML models as inputs. Then it 
performs preprocessing of the dataset. It follows 
supervised learning approach to train each model 

present in the pipeline. Prior to training process, 
it has provision for feature extraction to get useful 
features. Each model is trained with the training 
set and then test set is used to perform prediction 
process.
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Figure 3: Precision Comparison
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Each model is evaluated with performance metrics 
reflecting the capabilities of the prediction models 
in malware detection. As presented in figure 3, 
different malware prediction models are evaluated 
in terms of their precision performance. Each 
model is found to have different capabilities in 

As presented in figure 4, different malware 
prediction models are evaluated in terms of their 
recall performance. Each model is found to have 
different capabilities in malware prediction. 
Highest recall is achieved by three models such 

as Random Forest, MLP and Decision Tree with 
95%. Least recall performance is exhibited by 
Logistic Regression with 90%. Gradient Boosting 
has showed 93% recall performance.

Figure 4: Recall Comarision

Figure 5: F1-Score Comparison

malware prediction. Highest precision is achieved 
by two models such as Random Forest and Gradient 
Boosting with 99%. Least precision performance is 
exhibited by MLP with 97%. Logistic Regression 
and Decision Tree showed 98%.
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Figure 6: Accuracy Comparison

As presented in Figure 5, different malware 
prediction models are evaluated in terms of their 
F1-Score performance. Each model is found to 
have different capabilities in malware prediction. 
Highest F1-Score is achieved by two models 

such as Random Forest and Decision Tree with 
97%. Least F1-Score performance is exhibited by 
Logistic Regression with 94%. Gradient Boosting 
and MLP have showed 96% F1-Score performance. 

As presented in figure 6, different malware 
prediction models are evaluated in terms of their 
accuracy. Each model is found to have different 
capabilities in malware prediction. Highest 
accuracy is achieved by Random Forest with 
97.96%. Least accuracy is exhibited by Logistic 
Regression with 96%. Gradient Boosting showed 
97.39% accuracy while MLP showed 97.24% 
accuracy.

Conclusion
In this paper, a ML framework for analysing 
performance of different prediction models. This 
empirical study has resulted in knowledge about 
ML models such as Decision Tree (DT), Logistic 
Regression (LR), Random Forest (RF), Multilayer 
Per-ceptron (MLP) and Gradient Boosting (GB). 
An algorithm known as Machine Learning based 
Automatic Malware Detection (ML-AMD) is 
proposed. This algorithm is used to realize the 
framework with supervised learning. It exploits 
a pipeline of aforementioned ML models to 
evaluate their performance in malware detection. 

Out experimental results revealed the utility of 
various ML models. Performance of different 
models are evaluated in terms of precision, recall, 
F1-Score and accuracy. Random Forest model 
has exhibited highest accuracy with 97.96%. The 
research outcomes in this paper help in triggering 
further investigations towards automatic detection 
of malware. In future, we explore deep learning 
models for malware detection as they have the 
capacity to have in-depth learning of features from 
data leading to improved prediction performance. 
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