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ABSTRACT 

 

Background: One of the well-liked varying probability sampling methods is an inclusion 

probability proportional to size sampling scheme in which the first order inclusion probabilities are 

exactly proportional to size measures. Such schemes for sample size two have attracted attention 

of survey statisticians because of their simplicity in implementation, and nonnegative, unbiased and 

stable variance estimation of the Horvitz-Thompson estimator.  

Objective: The purpose of the paper is to set forth a system or family of inclusion probability 

proportional to size sampling schemes of two units for estimating a finite population total.  

Materials and Methods: Standard sampling techniques have been used to examine basic 

properties of the proposed family of sampling schemes as desired under Horvitz-Thompson 

framework. A numerical study, utilizing live data of 21 populations, has been conducted to evaluate 

relative performance of some member schemes of the family.      

Results: The suggested family has been shown to satisfy almost all basic requirements of an 

inclusion probability proportional to size design and have flexible feature as it easily reduces to 

some of such existing designs. Three new designs, as special cases of the proposed family, have 

also been explored. Empirical results show that one of the new schemes comes out as the most 

efficient and the most stable among the comparable schemes.    

Conclusion: Versatility property of the suggested system of sampling schemes along with 

fulfilment of fundamental needs of an inclusion probability proportional to size scheme will 

encourage for further research to detect other schemes of the system or outside the system with 

greater accuracy.   
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INTRODUCTION  

Consider a surveyed population 𝑈 of 𝑁 (< ∞) distinct and identifiable units with 𝑦𝑖 as the 

measured value of the study variable 𝑦 for the 𝑖th unit (𝑖 = 1, 2, … . , 𝑁). Suppose that our aim is to 

estimate the unknown population total 𝑌 = ∑ 𝑦𝑖
𝑁
𝑖=1  based upon a random sample 𝑠 of fixed size 𝑛 

taken from 𝑈 in accordance with an unequal probability sampling without replacement scheme with 

𝜋𝑖 and 𝜋𝑖𝑗 as the inclusion probability of the 𝑖th unit and the joint inclusion probability of the 𝑖th 

and 𝑗th units respectively. Under this configuration, Horvitz & Thompson (1952) introduced an 

unbiased estimator for 𝑌 that is frequently applied in survey analyses. This estimator, traditionally 

termed as HT estimator, is defined by 

   �̂�𝐻𝑇 = ∑
𝑦𝑖

𝜋𝑖
𝑖∈𝑠  . 

If size of the sample is fixed, then the variance of �̂�𝐻𝑇 is calculated by  

   𝑉𝑎𝑟(�̂�𝐻𝑇) =
1

2
∑ (𝜋𝑖𝜋𝑗 − 𝜋𝑖𝑗)𝑁

𝑖≠𝑗 (
𝑦𝑖

𝜋𝑖
−

𝑦𝑗

𝜋𝑗
)

2

                                        (1)  

(see, for example, Sarndal et al., 2003, p.43). As suggested by Sen (1952), and Yates & Grundy 

(1953) independently, 𝑉𝑎𝑟(�̂�𝐻𝑇) is unbiasedly estimated by  

   𝑣(�̂�𝐻𝑇) =
1

2
∑

𝜋𝑖𝜋𝑗−𝜋𝑖𝑗

𝜋𝑖𝑗
(

𝑦𝑖

𝜋𝑖
−

𝑦𝑗

𝜋𝑗
)

2

𝑖≠𝑗∈𝑠 .                                     (2) 

A sufficient condition for 𝑣(�̂�𝐻𝑇) to be non-negative is that 𝜋𝑖𝜋𝑗 > 𝜋𝑖𝑗 > 0, ∀ 𝑖 ≠ 𝑗.    

   

In many surveys, prior information is easily and cheaply available on an auxiliary character 

(variable)  𝑥 assuming a known positive value  𝑥𝑖 on the unit 𝑖 and  𝑋 = ∑ 𝑥𝑖
𝑁
𝑖=1 . Appreciable 

reduction in 𝑉𝑎𝑟(�̂�𝐻𝑇) is then achievable by setting 𝜋𝑖 = 𝑛𝑝𝑖 , where 𝑝𝑖 = 𝑥𝑖 𝑋⁄  is the initial 

probability of selection of the 𝑖th unit. This is of course only assured if the ratios 𝑦𝑖 𝑥𝑖⁄  are roughly 

constant throughout the population. Such a scheme is popularly known as an inclusion probability 

proportional to size (IPPS or πps) sampling scheme or design. The estimator regularly used under 

the scheme is the HT estimator. Hence, according to the basic principles developed by Horvitz & 

Thompson (1952), an IPPS sampling design must satisfy  ∑ 𝜋𝑖
𝑁
𝑖=1 = 𝑛, ∑ 𝜋𝑖𝑗

𝑁
𝑖≠𝑗 = (𝑛 − 1)𝜋𝑖 

and ∑ ∑ 𝜋𝑖𝑗
𝑁
𝑗<𝑖𝑖 =

1

2
𝑛(𝑛 − 1), recognized as its πps characteristics. Apart from these crucial 

properties, the scheme should produce an unbiased and nonnegative variance estimator of  �̂�𝐻𝑇 as 

given in (2).   

http://www.tucds.edu.np/
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  There had been substantial developments towards the formulation of various IPPS sampling 

schemes in the survey sampling literature (Durbin, 1953; Brewer, 1963; Sampford, 1967; Singh, 

1978; Deshpande & Prabhu Ajgaonkar, 1982; Chao, 1982; Dey & Srivastava, 1987; Shahbas & Hanif, 

2003; Senapati et al., 2006; Sahoo et al., 2006, 2007, 2011; Tiwari & Chilwal, 2013). Comprehensive 

review of different IPPS schemes along with their merits and demerits are also found in the 

textbooks by Brewer & Hanif (1983), Chaudhuri & Vos (1988), Mukhopadhyay (1996) and Arnab 

(2017). However, larger number of IPPS designs are confined to 𝑛 = 2 only. The probable reasons 

are that calculation of 𝜋𝑖𝑗 becomes laborious when 𝑛 >  2 and most schemes appear to be less 

productive than even probability proportional to size with replacement (PPSWR) scheme. 

However, IPPS sampling schemes of 𝑛 =  2 are beneficial for stratified sampling with smaller 

stratum size (Chaudhuri & Vos, 1988, p. 148). The present study focuses attention on the 

development of a family or a system of IPPS sampling schemes for 𝑛 =  2 that possesses acceptable 

properties under the HT model and provides an unbiased and non-negative Sen-Yates-Grundy 

estimator of 𝑉𝑎𝑟(�̂�𝐻𝑇).  

 

MATERIALS AND METHODS 

Description of the suggested sampling scheme  

  Let  𝜙(𝑝𝑖) be a known function of  𝑝𝑖 such that 𝜙(𝑝𝑖) > 0 for all 𝑖. Corresponding to 

𝑁 −population units, consider a set of revised probabilities {𝑃1, 𝑃2, … , 𝑃𝑁}  such that 𝑃𝑖 is given by 

   𝑃𝑖 =
(1−𝑧𝑖)(2𝑝𝑖−𝛼𝑧𝑖)

(1−2𝑧𝑖)
, 𝑖 = 1, 2, … , 𝑁,                                                   (3) 

where 𝑧𝑖 = 𝜙(𝑝𝑖) ∑ 𝜙(𝑝𝑖)𝑁
𝑖=1⁄  and 𝛼 is a known constant. In the usual practice 𝛼 is determined 

from ∑ 𝑃𝑖 = 1𝑁
𝑖=1  as  

   𝛼 = ∑
𝑝𝑖

1−2𝑧𝑖

𝑁
𝑖=1 ∑

𝑧𝑖(1−𝑧𝑖)

1−2𝑧𝑖

𝑁
𝑖=1⁄ .                                                  (4) 

 Here, we remark that the 𝑖 −th revised probability 𝑃𝑖 is feasible only for those 

circumstances  where  𝑧𝑖 < 1 2⁄   and  𝑧𝑖 < 2𝑝𝑖 𝛼⁄   i.e., 𝑧𝑖 < min(1 2⁄ , 2𝑝𝑖 𝛼⁄ ) ∀ 𝑖. But, in the actual 

practice, severity of these restrictions on 𝑧𝑖 is supported by the characteristics of the expounded 

function 𝜙.  

  We define the suggested sampling scheme for 𝑛 = 2 in the following manner and recognize 

this new scheme as  𝑆𝜙 :  

• The first unit in the sample, say 𝑖, is drawn with revised probability 𝑃𝑖 and without 

replacement. 

• The second unit in the sample, say 𝑗, is drawn with conditional probability 𝑃𝑗 𝑖⁄ =
𝑧𝑗

1−𝑧𝑖
  from 

the rest 𝑁 − 1 population units.  

  Although  𝑧𝑖 regulates the revised probabilities of selections of the units, it is heavily 

dependent on the selection of the non-negative function 𝜙(𝑝𝑖). From the ensuing examination of 

the properties of the generalized scheme 𝑆𝜙 undertaken in the next sub-section, it is also clear that 

for any choice of 𝜙(𝑝𝑖) the scheme meets the IPPS conditions. Hence, motivated by this it may be 

concluded that for different choices of  𝜙(𝑝𝑖), 𝑆𝜙 defines a family of IPPS sampling schemes. The 
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expressions for the first and second order inclusion probabilities of the scheme are derived as 

follows. 

  We have  

   𝜋𝑖 = 𝑃𝑖 + ∑ 𝑃𝑗𝑃𝑖 𝑗⁄𝑗≠𝑖   

                  =
(1−𝑧𝑖)(2𝑝𝑖−𝛼𝑧𝑖)

(1−2𝑧𝑖)
+ ∑

(1−𝑧𝑗)(2𝑝𝑗−𝛼𝑧𝑗)

(1−2𝑧𝑗)𝑗≠𝑖 ∙
𝑧𝑖

1−𝑧𝑗
 

                    =
(1−𝑧𝑖)(2𝑝𝑖−𝛼𝑧𝑖)

(1−2𝑧𝑖)
−

𝑧𝑖(2𝑝𝑖−𝛼𝑧𝑖)

(1−2𝑧𝑖)
+ 𝑧𝑖 ∑ (

2𝑝𝑗−𝛼𝑧𝑗

1−2𝑧𝑗
)𝑁

𝑗=1   

                    =
(1−2𝑧𝑖)(2𝑝𝑖−𝛼𝑧𝑖)

(1−2𝑧𝑖)
+ 𝑧𝑖 ∑ (

2𝑝𝑗−𝛼𝑧𝑗

1−2𝑧𝑗
)𝑁

𝑗=1   

                    = 2𝑝𝑖 − 𝑧𝑖 [𝛼 − 2 ∑
𝑝𝑗

1−2𝑧𝑗

𝑁
𝑗=1 + 𝛼 ∑

𝑧𝑗

1−2𝑧𝑗

𝑁
𝑗=1 ].                           (5) 

  From (4), we find 

   ∑
𝑝𝑖

1−2𝑧𝑖

𝑁
𝑖=1 − 𝛼 ∑

𝑧𝑖(1−𝑧𝑖)

1−2𝑧𝑖

𝑁
𝑖=1 = 0  

⟹   ∑
𝑝𝑖

1−2𝑧𝑖

𝑁
𝑖=1 −

𝛼

2
∑

𝑧𝑖(1+1−2𝑧𝑖)

1−2𝑧𝑖

𝑁
𝑖=1 = 0  

⟹   𝛼 − 2 ∑
𝑝𝑖

1−2𝑧𝑖

𝑁
𝑖=1 + 𝛼 ∑

𝑧𝑖

1−2𝑧𝑖

𝑁
𝑖=1 = 0.                                                 (6) 

Hence, using (6) from (5) we have 

   𝜋𝑖 = 2𝑝𝑖 .                                                                                        (7) 

  Further, by definition 

   𝜋𝑖𝑗 = 𝑃𝑖𝑃𝑗 𝑖⁄ + 𝑃𝑗𝑃𝑖 𝑗⁄ .  

Some algebra shows that  

   𝜋𝑖𝑗 =
(2𝑝𝑖−𝛼𝑧𝑖)𝑧𝑗

(1−2𝑧𝑖)
+

(2𝑝𝑗−𝛼𝑧𝑗)𝑧𝑖

(1−2𝑧𝑗)
 .                                                  (8) 

  If we entertain the scheme with  𝑝𝑖 =
1

𝑁
 ∀ 𝑖, then we see that  𝑧𝑖 =

1

𝑁
, 𝛼 =

1

𝑁
  and  𝑃𝑖 =

1

𝑁
 . Finally, as is expected, we derive  𝜋𝑖 =

1

𝑁
  and   𝜋𝑖𝑗 =

2

𝑁(𝑁−1)
 , which are the inclusion probabilities 

for 𝑛 = 2 under simple random sampling without replacement (SRSWOR).    

 

IPPS properties of 𝑺𝝓 

  Let us now have an examination on the fascinating IPPS or πps properties of the suggested 

generalized sampling scheme 𝑆𝜙. 

(i) ∑ 𝜋𝑖
𝑁
𝑖=1 = 2 ∑ 𝑝𝑖

𝑁
𝑖=1 = 2 

(ii) ∑ 𝜋𝑖𝑗𝑗≠𝑖 =
(2𝑝𝑖−𝛼𝑧𝑖)

(1−2𝑧𝑖)
∑ 𝑧𝑗𝑗≠𝑖 + 𝑧𝑖 ∑ (

2𝑝𝑗−𝛼𝑧𝑗

1−2𝑧𝑗
)𝑗≠𝑖  

    =
(2𝑝𝑖−𝛼𝑧𝑖)

(1−2𝑧𝑖)
(∑ 𝑧𝑗

𝑁
𝑗=1 − 𝑧𝑖) −

(2𝑝𝑖−𝛼𝑧𝑖)𝑧𝑖

(1−2𝑧𝑖)
+ 𝑧𝑖 ∑ (

2𝑝𝑗−𝛼𝑧𝑗

1−2𝑧𝑗
)𝑁

𝑗=1   

    = 2𝑝𝑖 − 𝛼𝑧𝑖 + 𝑧𝑖 ∑ (
2𝑝𝑗−𝛼𝑧𝑗

1−2𝑧𝑗
)𝑁

𝑗=1   

    = 2𝑝𝑖 − 𝑧𝑖 [𝛼 − 2 ∑
𝑝𝑗

1−2𝑧𝑗

𝑁
𝑗=1 + 𝛼 ∑

𝑧𝑗

1−2𝑧𝑗

𝑁
𝑗=1 ].                           (9)  

     Hence, utilizing expression (6) in (9), we have  ∑ 𝜋𝑖𝑗𝑗≠𝑖 = 2𝑝𝑖 = 𝜋𝑖 .     

http://www.tucds.edu.np/
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(iii) ∑ ∑ 𝜋𝑖𝑗𝑗<𝑖
𝑁
𝑖=1 =

1

2
∑ ∑ 𝜋𝑖𝑗𝑗≠𝑖

𝑁
𝑖=1 =

1

2
∑ 2𝑝𝑖

𝑁
𝑖=1 = 1.  

(iv) It remains to establish that  𝜋𝑖𝜋𝑗 − 𝜋𝑖𝑗 > 0, 𝑖 ≠ 𝑗 = 1, 2, … . , 𝑁. But, for simplicity of 

notations, first we shall show that  𝜋1𝜋2 − 𝜋12 > 0. Following Konijn (1973, p.253), we 

obtain 

𝜋1𝜋2 − 𝜋12 = (𝜋12 + ∑ 𝜋1𝑗𝑗>2 )(𝜋12 + ∑ 𝜋2𝑗𝑗>2 ) − 𝜋12       

          = 𝜋12(1 − ∑ ∑ 𝜋𝑖𝑗𝑗>𝑖𝑖>2 ) + ∑ 𝜋1𝑗𝑗>2 ∑ 𝜋2𝑗𝑗>2 − 𝜋12 

          = ∑ 𝜋1𝑗𝑗>2 ∑ 𝜋2𝑗𝑗>2 − 𝜋12 ∑ ∑ 𝜋𝑖𝑗𝑗>𝑖𝑖>2                        (10) 

     Further we have that 

∑ 𝜋1𝑗𝑗>2 ∑ 𝜋2𝑗𝑗>2 = [∑ {
(2𝑝1−𝛼𝑧1)𝑧𝑗

(1−2𝑧1)
+

(2𝑝𝑗−𝛼𝑧𝑗)𝑧1

(1−2𝑧𝑗)
}𝑗>2 ] ×  

                                       [∑ {
(2𝑝2−𝛼𝑧2)𝑧𝑗

(1−2𝑧2)
+

(2𝑝𝑗−𝛼𝑧𝑗)𝑧2

(1−2𝑧𝑗)
}𝑗>2 ]  

          = [
(2𝑝1−𝛼𝑧1)

(1−2𝑧1)
∑ 𝑧𝑗𝑗>2 + 𝑧1 ∑ (

2𝑝𝑗−𝛼𝑧𝑗

1−2𝑧𝑗
)𝑗>2 ] ×  

                  [
(2𝑝2−𝛼𝑧2)

(1−2𝑧2)
∑ 𝑧𝑗𝑗>2 + 𝑧2 ∑ (

2𝑝𝑗−𝛼𝑧𝑗

1−2𝑧𝑗
)𝑗>2 ]  

           =
(2𝑝1−𝛼𝑧1)(2𝑝2−𝛼𝑧2)

(1−2𝑧1)(1−2𝑧2)
(∑ 𝑧𝑗𝑗>2 )

2
+ 𝑧1𝑧2 [∑ (

2𝑝𝑗−𝛼𝑧𝑗

1−2𝑧𝑗
)𝑗>2 ]

2

  

         +𝜋12 ∑ 𝑧𝑗𝑗>2 ∑ (
2𝑝𝑗−𝛼𝑧𝑗

1−2𝑧𝑗
)𝑗>2 ,                                                 (11) 

          and 

𝜋12 ∑ ∑ 𝜋𝑖𝑗𝑗>𝑖𝑖>2 = 𝜋12 ∑ ∑ [
(2𝑝𝑖−𝛼𝑧𝑖)𝑧𝑗

1−2𝑧𝑖
+

(2𝑝𝑗−𝛼𝑧𝑗)𝑧𝑖

1−2𝑧𝑗
]𝑗>𝑖𝑖>2    

      = 𝜋12 [∑ (
2𝑝𝑗−𝛼𝑧𝑗

1−2𝑧𝑗
) ∑ 𝑧𝑘𝑘>2𝑗>2 − ∑

(2𝑝𝑗−𝛼𝑧𝑗)𝑧𝑗

1−2𝑧𝑗
𝑗>2 ]  

       = 𝜋12 ∑ [(∑ 𝑧𝑘𝑘>2 − 𝑧𝑗) (
2𝑝𝑗−𝛼𝑧𝑗

1−2𝑧𝑗
)]𝑗>2                         (12)  

     Using (11) and (12) in (10), we obtain that 

𝜋1𝜋2 − 𝜋12 =
(2𝑝1−𝛼𝑧1)(2𝑝2−𝛼𝑧2)

(1−2𝑧1)(1−2𝑧2)
(∑ 𝑧𝑗𝑗>2 )

2
+ 𝑧1𝑧2 [∑ (

2𝑝𝑗−𝛼𝑧𝑗

1−2𝑧𝑗
)𝑗>2 ]

2

  

                   + 𝜋12 ∑
(2𝑝𝑗−𝛼𝑧𝑗)𝑧𝑗

1−2𝑧𝑗
𝑗>2 > 0 .  

     Similarly, for any arbitrary 𝑖 and 𝑗, it can be shown that  

𝜋𝑖𝜋𝑗 − 𝜋𝑖𝑗 =
(2𝑝𝑖−𝛼𝑧𝑖)(2𝑝𝑗−𝛼𝑧𝑗)

(1−2𝑧𝑖)(1−2𝑧𝑗)
(∑ 𝑧𝑘𝑘>2 )2 + 𝑧𝑖𝑧𝑗 [∑ (

2𝑝𝑘−𝛼𝑧𝑘

1−2𝑧𝑘
)𝑘>2 ]

2

  

               + 𝜋𝑖𝑗 ∑
(2𝑝𝑘−𝛼𝑧𝑘)𝑧𝑘

1−2𝑧𝑘
𝑘>2 > 0 .                                     (13) 

  The above derivations corroborate that the recommended sampling scheme retains its 

πps properties and provides an unbiased estimator of the Sen-Yates-Grundy variance of the HT 

estimator that is also non-negative no matter what selection is made for 𝜙(𝑝𝑖).  
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RESULTS 

Some individual cases of 𝑺𝝓 

  Even though 𝑆𝜙 produces an infinite number of schemes, identification of each individual 

case is impossible. However, Table 1 displays some specific cases corresponding to some specific 

choices of  𝜙(𝑝𝑖) together with respective expressions for 𝑧𝑖 , 𝛼, 𝑃𝑖 and 𝑃𝑗 𝑖⁄  where  𝐵 =

∑
𝑝𝑖(1−𝑝𝑖)

(1−2𝑝𝑖)
𝑁
𝑖=1  ,  𝛽 =

1

𝐵
∑

𝑝𝑖

(1−2𝑝𝑖)
𝑁
𝑖=1  , 𝐵𝑘 = ∑

𝑧𝑘𝑖(1−𝑧𝑘𝑖)

1−2𝑧𝑘𝑖

𝑁
𝑖=1   and 𝛼𝑘 =

1

𝐵𝑘
∑

𝑝𝑖

1−2𝑧𝑘𝑖

𝑁
𝑖=1  , 𝑘 = 1, 2, 3, 4, 5, 6. 

From the tabulated results, it is observed that the IPPS schemes of Midzuno (1952) and Brewer 

(1963), and those of Sahoo et al. (2006, 2007, 2011) are distinct members of 𝑆𝜙. Nevertheless, the 

domain of 𝑆𝜙 is confined only to the said schemes. Some other such schemes also appear as 

particular cases of the family for other selections of 𝜙(𝑝𝑖). For instance, corresponding to three 

simple choices of 𝜙(𝑝𝑖) we identify three new schemes denoted by 𝑆4, 𝑆5 and 𝑆6 as shown in Table 

1. 

Efficiency of 𝑺𝝓  

  It would of course be interesting to explore the effectiveness of the introduced scheme in 

respect of some suitable performance measures. But our precedent discussions imply that the 

variance of  �̂�𝐻𝑇 under the scheme relates to the selection of  𝜙(𝑝𝑖). This makes efficiency evaluation 

of 𝑆𝜙 compared to another scheme unfeasible unless a specific case of 𝜙(𝑝𝑖) is taken into 

consideration. Keeping this more appreciative point in mind and in view of the difficulties 

encountered in attempting to evaluate various results theoretically, a numerical study is undertaken 

to explore efficiencies of the eight sampling schemes 𝑆𝑀 , 𝑆𝐵 , 𝑆1, 𝑆2, 𝑆3, 𝑆4, 𝑆5 and  𝑆6 as particular 

cases of 𝑆𝜙 defined in Table 1. To make the numerical comparison more viable, two additional IPPS 

sampling plans due to Singh (1978) and Deshpande & Prabhu Ajgaonkar (1982), denoted by 𝑆𝑆 and 

𝑆𝐷𝑃 respectively, are also included in the study. IPPS schemes of Rao (1965), Durbin (1967) and 

Samford (1967) were not taken into consideration on the ground that their 𝜋𝑖 and 𝜋𝑖𝑗 values 

for 𝑛 = 2 are identical to those of the Brewer’s scheme.  

 

The goal of the present numerical study is twofold i.e., to obtain an idea of what to expect 

in the relative performances of the member schemes of 𝑆𝜙 versus other IPPS designs outside the 

system (called as the non-member schemes), and to analyse to what extent the member schemes 

differ from each other on the ground of their relative performances. Here, we deal with two 

different performance measures:  

(i)   Efficiency when compared with the variance of the conventional estimator �̂�𝑃𝑃𝑆 =
1

𝑛
∑

𝑦𝑖

𝑝𝑖

𝑛
𝑖=1   

under the PPSWR scheme. We consider theoretical variance formula of the HT estimator 

given in (1) based on a scheme as a measure of its efficiency.  

(ii)   Stability of the variance estimator. Here we consider Hanurav’s (1967) benchmark defined 

by  𝜑 = min
𝜋𝑖𝑗

𝜋𝑖𝜋𝑗
> 𝜂, for 𝜂 sufficiently away from zero, as a measure of stability of the 

variance estimator. However, to use other stability measures we may refer to Rao & Bayless 

(1969), Stehman & Overton (1994) and Sarndal (1996). 
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Table 1. Selections of 𝜙(𝑝𝑖) and the resulting sampling scheme. 

Selection 

of 𝝓(𝒑𝒊) 

𝒛𝒊 𝜶 𝑷𝒊 𝑷𝒋 𝒊⁄  Sampling scheme 

𝟏

𝑵
 

1

𝑁
 

𝑁

𝑁 − 1
 

2(𝑁 − 1)𝑝𝑖 − 1

𝑁 − 2
 

1

𝑁 − 1
 

Midzuno (1952) 

(𝑆𝑀, say) 

𝒑𝒊 𝑝𝑖 𝛽 1

𝐵
∙

𝑝𝑖(1 − 𝑝𝑖)

(1 − 2𝑝𝑖)
 

𝑝𝑗

1 − 𝑝𝑖

 
Brewer (1963) 

(𝑆𝐵 , say) 

√𝒑𝒊 √𝑝𝑖

∑ √𝑝𝑖
𝑁
𝑖=1

= 𝑧1𝑖 
𝛼1 (1 − 𝑧1𝑖)(2𝑝𝑖 − 𝛼1𝑧1𝑖)

(1 − 2𝑧1𝑖)
 

𝑧1𝑗

1 − 𝑧1𝑖

 
Sahoo et al. 

(2006)(𝑆1, say) 

𝒑𝒊(𝟏

− 𝒑𝒊) 

𝑝𝑖(1 − 𝑝𝑖)

∑ 𝑝𝑖(1 − 𝑝𝑖)
𝑁
𝑖=1

= 𝑧2𝑖 

𝛼2 (1 − 𝑧2𝑖)(2𝑝𝑖 − 𝛼2𝑧2𝑖)

(1 − 2𝑧2𝑖)
 

𝑧2𝑗

1 − 𝑧2𝑖

 
Sahoo et al. 

(2007)(𝑆2, say) 

𝒑𝒊
𝟐 𝑝𝑖

2

∑ 𝑝𝑖
2𝑁

𝑖=1

= 𝑧3𝑖 
𝛼3 (1 − 𝑧3𝑖)(2𝑝𝑖 − 𝛼3𝑧3𝑖)

(1 − 2𝑧3𝑖)
 

𝑧3𝑗

1 − 𝑧3𝑖

 
Sahoo et al. 

(2011)(𝑆3, say) 

𝒑𝒊

𝟏 − 𝒑𝒊

 
𝑝𝑖

1 − 𝑝𝑖

∑
𝑝𝑖

1 − 𝑝𝑖

𝑁
𝑖=1

= 𝑧4𝑖 

𝛼4 (1 − 𝑧4𝑖)(2𝑝𝑖 − 𝛼4𝑧4𝑖)

(1 − 2𝑧4𝑖)
 

𝑧4𝑗

1 − 𝑧4𝑖

 
New sampling 

scheme(𝑆4, say) 

𝒑𝒊

𝟐 − 𝒑𝒊

 
𝑝𝑖

2 − 𝑝𝑖

∑
𝑝𝑖

2 − 𝑝𝑖

𝑁
𝑖=1

= 𝑧5𝑖 

𝛼5 (1 − 𝑧5𝑖)(2𝑝𝑖 − 𝛼5𝑧5𝑖)

(1 − 2𝑧5𝑖)
 

𝑧5𝑗

1 − 𝑧5𝑖

 
New sampling 

scheme(𝑆5, say) 

𝒑𝒊

𝟏 − 𝟐𝒑𝒊

 
𝑝𝑖

1 − 2𝑝𝑖

∑
𝑝𝑖

1 − 2𝑝𝑖

𝑁
𝑖=1

= 𝑧6𝑖 

𝛼6 (1 − 𝑧6𝑖)(2𝑝𝑖 − 𝛼6𝑧6𝑖)

(1 − 2𝑧6𝑖)
 

𝑧6𝑗

1 − 𝑧6𝑖

 
New sampling 

scheme(𝑆6, say) 

   

Description of the numerical study  

  Table 2 summarizes 21 populations whose data are used for this numerical study. 

Numerical values of the percentage relative efficiency (PRE) of the HT estimator under the ten 

comparable IPPS methods viz., 𝑆𝑀, 𝑆𝐵 , 𝑆1, 𝑆2, 𝑆3, 𝑆4, 𝑆5,  𝑆6, 𝑆𝑆  and  𝑆𝐷𝑃  compared to  �̂�𝑃𝑃𝑆 , and 

variance estimator stability parameter 𝜑 of these schemes are exhibited in Tables 3 and 4 

respectively. To calculate relative efficiency of a sampling scheme, the exact variance formula for 

the full population has been used. But after determining the value of 
𝜋𝑖𝑗

𝜋𝑖𝜋𝑗
 for all (𝑁

𝑛
) possible samples 

of 𝑛 = 2 drawn from a population, the 𝜑 −value of a scheme has been decided. For gaining better 

knowledge on the potency of the comparable schemes, entries for the best performed cases are 

boldly printed and those for second best performed cases are underlined. Discussions on the 

numerical findings of the study are precisely presented in the next section.  
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Table 2. Populations under study. 

Pop. 

no. 
Source 𝑵 𝒚 𝒙 

1 Sarndal et al., 2003, p. 660 50 clusters 
total population in 

1985 

total population in 

1975 

2 Sukhatme et al., 1984, p. 67 25 villages area under rice cultivated area 

3 Sukhatme et al., 1984, p. 297 89 circles area under wheat  no. of villages 

4 Cochran, 1977, p. 152 49 cities inhabitants in 1930 inhabitants in 1920 

5 Mukhopadhyay, 1996, p. 207 36 households household income household size 

6 Mukhopadhyay, 1996, p. 193 20 jute mills 
quantity of raw 

materials 
no. of labourers 

7 Murthy, 1977, p. 398 43 factories no. of absentees  no. of workers 

8 Murthy, 1977, p. 399 34 villages 
area under wheat in 

1964 
cultivated area in 1961 

9 Murthy, 1977, p. 399 34 villages 
area under wheat in 

1964 

area under wheat in 

1963 

10 Murthy, 1977, p. 228 80 factories output no. of workers 

11 Murthy, 1977, p. 228 80 factories output fixed capital 

12 Murthy, 1977, p. 422 24 villages no. of cattle in survey no. of cattle in census 

13 
Singh & Chaudhary, 1986, p. 

155 
17 villages 

no. of milch animals 

survey 

no. of milch animals 

census 

14 
Singh & Singh Mangat, 1996, p. 

199 
24 teachers blood pressure age 

15 
Singh & Singh Mangat, 1996, p. 

192 
30 villages 

rental value of 

irrigated land for 

current year 

assessed rental value 5 

years back 

16 
Singh & Singh Mangat, 1996, p. 

193 
24 wards 

no. of dwellings 

occupied by tenants 
no. of dwellings 

17 
Singh & Singh Mangat, 1996, p. 

193 
27 buffalos 

milk yield after 

introduction of the 

new feed 

milk yield before 

introduction of the 

new feed 

18 Asok & Sukhatme, 1976 35 villages 
acreage under oats in 

1957 

recorded acreage of 

crops and grass for 

1947 

19 Horvitz & Thompson (1952) 20 blocks 
no. of households in a 

block 

eye estimated no. of 

households in a block 

20 
Raj & Chandhok  

(1998, p.291) 
20 wards 

actual no. of 

households  

eye estimated no. of 

households 

21 Konijn, 1973, p. 49 16 families expenditure on food total expenditure 
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DISCUSSION 

Findings on the efficiency  

  From the quantitative tabular values (Table 3), although for many cases efficiency of the 

HT estimator varies trivially from one method to another, efficiency differences between the 

member and non-member schemes of  𝑆𝜙 are noticeable. This means that, on the efficiency 

ground, 𝑆𝑆 and 𝑆𝐷𝑃 appear to be inferior to rest eight schemes. Among the member schemes, only 

three schemes i.e., 𝑆3, 𝑆4 and 𝑆6 come out reasonably well whereas precision of rest five member 

schemes is not so significant. In this comparison, the new scheme 𝑆4 turns out as the most efficient 

as it occupies first, second and third positions in 11, 5 and 2 populations respectively. On the same 

consideration, the schemes 𝑆6 and 𝑆3 may be regarded as second best and third best performers.   

 

Findings on the stability   

  Numerical values of the stability parameter 𝜑 for the comparable schemes are shown in 

Table 4. We see that in respect of stability of the variance estimators, the schemes (except 𝑆3, 𝑆4 

and 𝑆6) behave irregularly and any distinction between them is not very clear cut. However, being 

the best performed ones in 7 populations, the two schemes 𝑆4 and 𝑆3 perform equally well and 

jointly emerge out as the most stable schemes. Contrastingly, although the new scheme 𝑆6 do not 

work so well, based on the computed results it appears to be the second-best stable scheme.  

 

CONCLUSION 

Mathematical results derived in this investigation, establish that the proposed system not 

only works well under the limitations of IPPS requirements but also brings about other IPPS 

schemes. Results of the empirical evaluation on the efficiency and stability show that the overall 

performances of the non-member schemes are normally inferior to the member schemes under 

both criteria. Overall, we conclude that our new scheme 𝑆6 may be accepted as the most suitable 

one among the comparable schemes on the grounds of both efficiency and stability although on the 

later ground it behaves like 𝑆3. However, this cannot be established as a general conclusion because 

the comparative study utilizes data of 21 populations only and the efficiency gains between the 

comparable schemes are very small. 
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Table 3. PRE of the different sampling schemes.  

Pop. 

no. 

Sampling schemes 

𝑆𝑀 𝑆𝐵 𝑆1 𝑆2 𝑆3 𝑆4 𝑆5 𝑆6 𝑆𝑆 𝑆𝐷𝑃 

1 103.519 103.879 103.499 102.907 102.948 104.869 102.872 102.879 102.023 102.179 

2 104.866 105.701 105.538 105.696 105.798 105.981 105.702 105.801 105.734 105.701 

3 103.770 100.949 102.595 100.950 102.571 102.855 102.748 100.906 100.923 100.949 

4 100.061 100.372 100.680 100.374 100.529 100.718 100.472 100.888 100.359 100.372 

5 101.302 102.087 101.460 102.291 103.812 102.005 102.286 103.667 101.243 101.287 

6 106.144 106.137 106.700 106.142 106.493 106.835 106.046 106.037 106.004 106.037 

7 102.717 102.612 102.471 102.610 102.549 102.933 102.612 102.698 102.331 102.412 

8 103.487 103.562 103.393 103.267 103.471 105.471 103.501 106.962 103.213 103.162 

9 102.011 104.018 103.428 104.555 102.954 104.721 104.020 104.349 101.081 101.018 

10 108.201 108.135 108.232 108.342 108.701 109.865 108.466 108.289 108.101 108.143 

11 112.047 112.985 112.304 111.511 113.650 113.281 109.474 113.345 100.972 101.781 

12 104.672 105.180 105.151 104.224 104.979 106.178 104.980 107.188 105.127 105.187 

13 106.724 107.716 106.718 106.716 106.722 107.515 106.716 107.962 106.315 106.216 

14 102.832 103.989 103.994 104.012 107.956 108.381 104.184 104.189 104.210 104.189 

15 103.760 103.647 103.656 103.618 103.933 103.617 103.817 103.795 103.612 103.617 

16 104.507 104.767 104.761 104.854 104.988 105.465 104.867 104.857 104.690 104.567 

17 106.231 103.850 104.711 103.863 106.698 103.846 103.847 106.850 103.733 103.650 

18 104.333 102.876 103.998 104.701 104.776 107.499 104.459 106.986 101.432 101.654 

19 104.656 104.543 104.778 103.765 104.564 105.315 104.456 105.139 103.991 104.567 

20 105.989 106.222 105.234 106.453 106.849 109.789 106.786 107.007 105.123 104.435 

21 108.224 107.345 107.765 106.342 110.725 108.331 108.006 108.115 106.332 106.411 
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Table 4. Stability parameter (𝜑) of the different sampling schemes. 

Pop. 

no. 

Sampling schemes 

𝑆𝑀 𝑆𝐵 𝑆1 𝑆2 𝑆3 𝑆4 𝑆5 𝑆6 𝑆𝑆 𝑆𝐷𝑃 

1 0.4975 0.5013 0.5021 0.5022 0.5173 0.5164 0.5034 0.4987 0.5086 0.4978 

2 0.5423 0.5354 0.5354 0.5365 0.5463 0.5371 0.5376 0.5387 0.5371 0.5372 

3 0.5399 0.5386 0.5401 0.5377 0.5417 0.5516 0.5354 0.5457 0.5324 0.5347 

4 0.5317 0.5315 0.5276 0.5323 0.5343 0.5355 0.5280 0.5256 0.5258 0.5277 

5 0.5293 0.5169 0.5178 0.5206 0.5276 0.5232 0.5245 0.5241 0.5243 0.5265 

6 0.5171 0.5132 0.5165 0.5036 0.5280 0.5205 0.5229 0.5176 0.5121 0.5121 

7 0.5454 0.5434 0.5425 0.5441 0.5432 0.5470 0.5433 0.5486 0.5412 0.5400 

8 0.5165 0.5229 0.5232 0.5316 0.5235 0.5343 0.5254 0.5170 0.5156 0.5212 

9 0.4876 0.4996 0.4898 0.4906 0.4934 0.5099 0.4856 0.4917 0.4917 0.4923 

10 0.5322 0.5323 0.5331 0.5324 0.5374 0.5315 0.5311 0.5312 0.5346 0.5314 

11 0.5216 0.5243 0.5223 0.5254 0.5320 0.5262 0.5339 0.5246 0.5243 0.5278 

12 0.5109 0.5175 0.5123 0.5104 0.5104 0.5237 0.5112 0.5112 0.5113 0.5113 

13 0.5456 0.5567 0.5486 0.5487 0.5512 0.5553 0.5449 0.5500 0.5492 0.5478 

14 0.5059 0.5087 0.5125 0.5111 0.5172 0.5073 0.5100 0.5133 0.5081 0.5060 

15 0.5051 0.5062 0.5067 0.5071 0.5142 0.5163 0.5058 0.5089 0.5064 0.5050 

16 0.5365 0.5321 0.5432 0.5298 0.5302 0.5348 0.5316 0.5289 0.5267 0.5256 

17 0.5112 0.5112 0.5167 0.5234 0.5095 0.5085 0.5080 0.5109 0.5125 0.5075 

18 0.5143 0.5165 0.5141 0.5140 0.5325 0.5245 0.5155 0.5151 0.5144 0.5143 

19 0.5184 0.5264 0.5271 0.5320 0.5362 0.5182 0.5285 0.5134 0.5155 0.5087 

20 0.5564 0.5576 0.5553 0.5546 0.5541 0.5601 0.5521 0.5629 0.5551 0.5543 

21 0.5046 0.5065 0.5074 0.5071 0.5071 0.5137 0.5112 0.5065 0.5034 0.5090 
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