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ABSTRACT 

Background: In Bangladesh, spinach (Spinachia oleracea L.) is most frequently known as "Palong 

shak" or Bengal Spinach. Spinach is one of the most prominent vegetable crops grown around the 

earth. It is a quick-growing annual plant that only lives for one year. Although spinach can be 

cultivated at any time throughout the year, Bangladesh's production of spinach on a per-unit basis 

is very low in comparison to that of other advanced nations.  

Objective: This study explores the impacts of area, price, and weather parameter adaptability on 

the local production of spinach in Bangladesh employing annual data from time series covering 60 

years.  

Materials and Methods: This investigation seeks to comprehend the linear relationship between 

spinach production, commercial price, geographic location, and meteorological characteristics in 

Bangladesh by applying stepwise regression analysis to find the most suitable model of Spinach 

production. In order to evaluate how well the multiple linear regression model fits the data, several 

diagnostic charts were constructed using the R programming language. To forecast the Spinach 

production, an autoregressive integrated moving average (ARIMA) model was applied. 

Results: According to the findings of the study, there was a positive correlation between spinach 

output and total harvest area under spinach cultivation. There is weak positive correlation between 

production and annual mean temperature and a weak negative correlation exists between 

production and annual mean rainfall. Also, production is perfectly positively correlated with price.  

Regression analysis revealed that the variables sales price and annual mean rainfall are the best 

predictors of spinach output. Every unit increase in the price of spinach is increases an additional 

5.98 times the average of spinach being produced. An increase of 1 millimeter in annual mean 

rainfall (AMR) decreases 0.001 times spinach production while other predictors remain fixed. Also, 

ARIMA (1, 1, 0) with drift model forecasts for next fifteen years that the Spinach production is 

expected to increase considerably by 75000 tons.  
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Conclusion: Finally, the study found that farmers' perspective on spinach cultivation could 

potentially experience a positive upward shift which is expected to last for the next fifteen years. 
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INTRODUCTION  

Spinach, scientifically known as Spinacia oleracea L., is a yearly dioecious crop that can reach 

a height of up to 30 centimeters. It is a member of the Chenopodiaceae family and is regarded as 

an extraordinary green vegetable on grounds of both flavor and nutritional value. The essential 

amino acids, iron, vitamin A, and folic acid are the main chemical components of spinach. Iron, 

vitamin A, and folic acid requirements are met daily by consuming raw spinach. Nearly all vitamins 

are found in spinach leaves, which are also the richest source of beta-carotene and lutein. Carotene 

is the source of vitamin A. They are one of the finest sources of iron and include nearly all the 

minerals (Tewani et al., 2016). Around 23,000 acres are used for spinach farming in Bangladesh right 

now, yielding roughly 55,000 tons and an average of 2,431 kg per acre. Since spinach extract is rich 

in flavonoids, phenolics, carotenoids and vitamin C (Bergman et al., 2001; Babu et al., 2018; Naznin 

et al., 2019) it is also acknowledging highly powerful antioxidant activity with a low IC 50 (less than 

50 g/mL), which comes out to around 29.67 g/mL (Molyneux, 2004). The growing season for spinach 

is consistent all year. Spinach is often harvested in the fall months of October and November. At 

the time when there is a scarcity of veggies because most of the vegetables are still in their early 

growing stages, the use of spinach helps alleviate this problem. Because of its high nutritional 

content, it is sometimes referred to as "Life food." While spinach is very nutritious, per unit output 

in Bangladesh is far lower than in more industrialized nations (Nath et al., 2020). As spinach is 

considered important vegetables a limited number of researches have already been conducted in 

Bangladesh on the subject of spinach farming from a variety of perspectives. A semi-log model was 

used to examine the pattern and rate of increase in acreage, volume, and yield of green spinach in 

Bangladesh from 1986 to 2016 (Sharmin et al., 2018). In order to figure out the returns of spinach 

when intercropped with red amaranth and brinjal, pooled data was numerically reviewed, recorded 

using the LSD test which captured the yield & yield contributing features (Ali et al., 2022). The 
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analysis of variance technique was used in order to investigate the impact that planting time had on 

the production and freshness of spinach (Pathania et al., 2022). There is also some research done 

concerned with environmental issues. There is a possibility that even an increase in precipitation 

may have a beneficial effect on expansion (Grossiord et al, 2020); however, there is also a possibility 

that intense precipitation could have a detrimental effect on growth and, therefore, yield. 

Germination of spinach seeds occurs most successfully between 15 and 20 degrees Celsius. Beyond 

20 degrees Celsius, germination percentages begin to decline, with a precipitous fall occurring 

around 35 degrees Celsius (Chitwood et al., 2016). The elevated CO2 treatment could enhance 

growth and nutritional value of spinach, and further contribute to CO2 reduction (Seo et al., 2017). 

But all of these environmental related articles focused on particular abiotic stress while this default 

research dedicated on the combination of several environmental factors effect on spinach 

production. It is difficult to locate any study that prepares a regression model of producing spinach 

and forecasts its output in Bangladesh, despite the fact that several studies have already been 

conducted on the cultivation of spinach in Bangladesh. To conduct this analysis on time series data 

the Stepwise regression was used in this study to draw the best suitable production model and 

ARIMA were used in order to accomplish the study's primary objective of predicting and accurately 

forecasting spinach output in Bangladesh. 

 

METHODOLOGY 

This study examines the linear relationship among production, commercial price, 

geographic location, and meteorological characteristics production of spinach in Bangladesh using 

60 years of yearly time series data from 1961 to 2020. The data was collected from two secondary 

sources-FAOSTAT (https://www.fao.org/faostat/en/#data) and Climate Knowledge Portal  

(climateknowledgeportal.worldbank.org). The following factors have been added to determine the 

best possible regression line: production in tons, harvest area in hectares, yearly mean rainfall in 

millimeters, and annual mean temperature in degrees Celsius. To find the best suited model 

stepwise regression has been applied. Several diagnostic charts were constructed using the R 

programming language (R v 4.2.1) in order to evaluate how well the multiple linear regression model 

(MLRM) fits the data. An autoregressive integrated moving average (ARIMA) model was applied to 

forecast the spinach production. 

 

Model analysis 

Several linear regression models have been used in Bangladesh in order to demonstrate 

the linear connection that exists amongst the production of spinach, its commercial price, its 

geographic location, and the climatic conditions that affect Bangladesh. The MLRM is an extension 

of the basic linear regression model that covers data with many predictor variables but only one 

result. It was developed after the simple linear regression model. Throughout the last 60 years, 
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Bangladesh's spinach production has been analyzed using a regression-based production model, 

which allowed researchers to determine how the elements of yield, price, area, and climatic stress  

affected the increased efficiency of spinach cultivation. The following statistical relationship is 

formalized between both the single continuous production output and the predictor variables Xk 

(k = 1, 2,..., p-1) 

Yi = β0 + β1X1 + β2X2 + . . . +βP−1 XP−1 +εi  ........... (1) 

where εi  ∼  N(0, σ2 ), Yi ∼ N (β0 + β1X1 + β2X2 + . . . + βP−1 XP−1, σ2) and σ2 stands for variance. 

Evaluation of Pearson's correlation coefficient allows one to assess the degree to which certain 

factors, such as spinach local production in relation to price, area, yield, and environmental 

conditions, are correlated with one another. The formula used is as follows: 𝑟𝑥𝑦 = 
𝑐𝑜𝑣(𝑥𝑦)

√𝑣𝑎𝑟(𝑥)×𝑣𝑎𝑟(𝑦)
 

As it considers the continuous stream of each and every occurrence, the linear regression model 

requires assumptions about the information it represents in order to remain acceptable (Casson et 

al, 2014). There are four presumptions that drive the research. The first step in avoiding erroneous 

deductions and logical conclusions is to ensure that the normalcy assumption holds. Using 

quantitative techniques on normality, such as skewness, kurtosis, normal P-P plots, normal Q-Q 

plots, and the Kolmogorov-Smirnov test, we will determine whether or not this assumption holds 

true (Das and Imon, 2016). The variables influencing spinach production are most likely to fall into 

a data is normally distributed, which is a prerequisite for using regression. Correlations and 

significance tests may be impacted by non-normal data characteristics (highly skewed or kurtosis, 

or variables with several outliers) (Osbourne and Waters, 2002).  

 

In the second step of the process, the linearity assumption is used to determine whether 

or not the effects of a number of variables, whether they have been transformed or not, are added 

together to produce a model with residuals that are frequently and completely dispersed, as well 

as distributed inconsistently. In the third step, the existence of heteroscedasticity is investigated to 

determine whether or not the presumption of homoscedasticity was violated in any way. When 

the magnitude of the residual variance; varies across the values of an independent variable, we say 

that there is heteroscedasticity in the data. In the fourth step, the outliers, or values that are 

significantly different from the rest of the points in the data, are identified. Outliers provide a 

challenge for a wide variety of statistical studies because they have the potential to lead tests to 

either overlook key discoveries or to skew actual results (Frost, 2019). If a data point has a very 

high predictor input value, then that point is regarded to be a High Leverage Point. In the event of 

outliers in the data, the amount of possible damage that may be caused by high-leverage points is 

increased. The accuracy of the line that represents the least squares solution will suffer significantly 

if a high-leverage point is also an anomaly. In the subsequent stage, VIF values are employed to zero 

in on the elements that are causing issues with multicollinearity. Along with VIF values, also applied 
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tolerance values, eigenvalues and condition index to check the multicollinearity problem. 

Multicollinearity problem addresses in Hasan at el., 2016. When this has been accomplished, the  

problematic variables are removed from the regression. 

 

Various analysis methods utilized in this study can be found in existing literature pertaining 

to the prediction of production for various crops. Stepwise regression is used in order to optimize 

the estimating power via the utilization of the minimum number of independent variables that is 

practically possible. An application of stepwise regression is presented in Hasan at el. (2016). Either 

the forward selection approach or the backward elimination method may be used to carry out the 

stepwise regression. In this investigation, the elimination of variables that lacked significance was 

accomplished by the application of the forward selection approach. Singh et al. (2014) formulated 

prediction equations for rice and wheat yield by utilizing weather and yield data spanning eighteen 

years (1991-2008) from nine districts in Eastern Uttar Pradesh, India. The stepwise regression 

procedure was employed to determine the most suitable regression equations from a set of 

independent variables. This study employs stepwise regression to identify the most appropriate 

model for predicting spinach production, while minimizing the number of independent variables to 

a practical minimum. 

 

In the last stage, this time series data was forecasted using auto.arima() function under 

‘forecast’ packages in R Studio. The Autoregressive integrated moving average (ARIMA) model 

building has the advantages of being adaptable, relatively accurate, and scalable to the study of a 

large number of time series. The model's consistency and stationary test led us to select annual 

estimates of spinach production from 1961 to 2020 for this analysis. Model’s performance was 

checked using the Akaike information criterion (AIC), Bayesian Information criterion (BIC), 

maximum likelihood estimation (MLE), standard error (SE), root mean squared error (RMSE), mean 

absolute error (MAE), mean percentage error (MPE), mean absolute percentage error (MAPE), 

mean absolute scaled error (MASE), and the first-order autocorrelation coefficient (ACF1). An 

ARIMA model is labeled as an ARIMA model (p, d, q), where in: 

● p is the number of autoregressive terms; 

● d is the number of differences; and  

● q is the number of moving averages 

 

RESULTS AND DISCUSSION 

As this study is planning to prepare a best production model for spinach and find a best 

fitted model of Spinach production, based on different selected time series variables, such as 

Harvest area, average annual rainfall & temperature and market price whose data were retrieved 

from website https://www.fao.org/faostat/en/#data and climateknowledgeportal.worldbank.org. In 

a study, Shah et al. (2021) conducted an analysis to determine the various factors that influence the 

https://climateknowledgeportal.worldbank.org/
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yield of paddy crops. The researchers utilized time series data spanning from 2005 to 2014, 

specifically focusing on the Lodhran district in Pakistan. A multiple linear regression model was 

constructed in order to assess the impact of temperature and humidity on the yield of paddy rice. 

Several statistical tests were utilized to assess the adequacy of the model and to examine 

multicollinearity. These tests included R2, adjusted R2, Durbin Watson test, mean square error, P-

value, and VIF. Similarly, this study has employed stepwise regression model to assess the best fitted 

multiple linear regression model (MLRM) to the dataset. The model's fitness and multicollinearity 

were assessed using R2, adjusted R2, residual standard error, P-value (Table no. 1) and VIF.  

Considering these variables relative to the equivalent production level of spinach, the regression 

line for spinach production is as follows.  

 

Spinach Production = -0.2322 + 0.0003 (HA) – 0.0015 (AMR) + 0.147 (AMT) + 5.984 (Price) 

 

Table 1. Estimation and analysis of multiple linear regression models. 

 Estimate Std. Error t value Pr(>|t|) 

Intercept -0.2322 19.201 -0.012 0.990 

HA 0.0003 0.0003 1.018 0.312 

AMR -0.0015 0.0009 1.686  0.097  

AMT  0.1475 0.760 -0.194 0.846 

Price 5.984 0.0003 19735.726 <0.001 *** 

Residual standard error 1.7568 

Multiple R-squared Approximately equal to 1 

Adjusted R-squared Approximately equal to 1 

F-statistic 1.282e+09 (on 4 and 55 DF) 

p-value < 0.001 

 

Correlation analyses 

To check the multicollinearity problem as an assumption, firstly this study has tried to 

observe the correlation analysis between the independent variables (Fig. 1 (A)). Also, the values of 

simple correlation coefficient (r) between dependent and different independent variables are 

presented (Fig. 1 (B)). According to the data, there is a negative relationship between annual average 

rainfall (AMR) and spinach production, but favorable relationships between sales prices, harvest 

areas, and the annual average temperature. The correlation coefficient value is -0.25 between AMR 

and production which is weak negative correlation.  The presence of correlation among the 

variables can be shown using the correlogram. 
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According to Figure 1, the correlation between harvest area and annual mean rainfall is -

0.31, which postulates a weak negative relationship between the two variables. The correlation 

between the mean rainfall and temperature is -0.10, which indicates that there is either a weak 

negative association or nearly no relationship at all. Once again, rainfall has a weak negative linear 

connection of -0.25, but temperature has a weak positive linear link of 0.34 with price. But the 

harvest region likewise has a positive moderate linearity with an average temperature for the year 

of 0.42 and a significant connection with price of 0.96. This suggests that the two variables may be 

interrelated in some way. The correlation coefficient value is strong and very near to 1 between 

harvested area and price which is an indication of multicollinearity problem and any change in the 

value of the harvest area would result in a corresponding change in spinach price, leading to 

considerable fluctuations in the model results. The model's outcomes exhibit instability and 

significant variability when subjected to minor alterations in the data or model. So, to remove this 

multicollinearity problem we go through the stepwise regression for solution. In order to verify 

that the normalcy assumption is correct, descriptive statistics have been employed in Table 2. In 

this case, all of the components, with the exception of AMR, have a right-skew. It is evidence that 

none of the variables follow the normal distribution. 

          

 

(A)                                                                       (B) 

             Fig. 1. Correlogram of the different variables of Spinach production. 

 

The following figure shows q-q plot for the Spinach production data and its log 

transforming data. First one graph is for Spinach production data and second one is from the log 

transformed data of the production. Original data shows better perform than log transformed data. 

First graph shows it slightly violet the normality of the data. Second graph shows a strong violation 

of normality assumption. 
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Table 2. Descriptive statistics. 

Statistic Harvest area Production AMR AMT Price 

Mean  4399.22 23074.98 2245.0008 25.5795 3855.78 

Median  3972.50 18257.50 2228.7550 25.5550 3051.00 

Max 9580 66292 2844.49 26.58 11077 

Min 1350 6200 1679.18 25.08 1036 

Skewness  0.467 0.898 -0.103 0.860 0.898 

Kurtosis  -1.147 -0.234 -0.587 0.525 -0.234 

 

   

(A)                                                                  (B) 

Fig. 2. q-q plot for the spinach production and log transformed data. 

 

Assumption checking  

In spite of the fact that the overall model discovered significance in table 1, the vast majority 

of the determinants, with the exception of price and yearly rainfall, are not substantially started. So, 

this provides a suitable signal that the assumption of MLRM for this dataset has been violated. It 

would be an excellent moment to put the assumption of MLRM to the test. Residuals vs. fitted 

values, Q-Q plots, Scale location plots, and Cook's distance plots were used in order to assess the 

assumption of MLRM. These plots were also utilized in order to investigate the assumptions of 

linearity, normality, homogeneity, outliers, and high leverage points respectively. 

 

Residual vs fitted values plot 

The linearity assumption may be tested using graphs that compare residual values to values 

that have been fitted to the data. The red line on the plot ought to be horizontal when it's positioned 

at zero. The existence of a pattern can suggest that there is an issue with one of the components 

of the linear model. On our residual plot, there is no discernible pattern. So, it is reasonable to 

conclude, based on this plot, that there is a linear connection between the predictor factors and 

the result variables. This implies that a slight deviation from linearity may result in minimal practical 

implications. (Barker et al. 2015) 
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Fig. 3. Residual vs fitted values plot of spinach data. 

Normal Q-Q plot 

Via the use of the Residual plot, one may evaluate the normality assumption that was made. 

If everything goes according to plan, the normal probability distribution of residuals will look like a 

single direction. In this particular instance, the points cluster more or less along the boundary line, 

despite the fact that there are a few outliers. A perfectly straight line is not going to be possible. 

For non-normal data set there is an alternative method applied in Imon and Das, 2015. 

.  

  Fig. 4. Assumption checking different plots of spinach data. 

 

Scale location plots 

The Scale–Location plot is a useful tool for determining whether or not the assumption of 

homogeneity holds true. This graphic demonstrates whether or not the residuals are evenly 

distributed over the ranges of the predictors. It is desirable to be able to make out a horizontal line 

with points distributed evenly throughout its length. It can be observed that the variety of the 

residual points decreases with the value of the fitted outcome variable in this example, which 

suggests that the residual error variances remain constant. This can be seen by looking at the graph.  

At first glance, the residuals seem to be randomly distributed, despite the fact that there are outliers 

at the 40, 59, and 60 positions. The red smooth line is perpendicular to the x axis due to the fact 
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that the residuals are becoming more dispersed throughout a greater range. As a result, we do not 

face the challenge of heteroscedasticity in this situation.  

 

Residuals vs leverage plots 

Examining the residuals versus leverage plot will allow us to locate any outliers as well as 

high leverage points. The aforementioned plot shows the two most exceptional data points, 

specifically 59, and 60, which exhibit standardized residuals below -2. However, it is noteworthy 

that there are no outliers that surpass 3 standard deviations, which is considered favorable.  

Furthermore, it is evident that the data possess two high leverage points. All the data points in the 

sample have a leverage statistic that is below the threshold of 0.16, which is calculated as 2(p + 1)/n, 

where p represents the number of predictors and n represents the sample size. Particularly the 

data point 60 poses high leverage value from the plot which is so far from the leverage threshold 

value. 

 

Multicollinearity  

After ensuring that the preceding assumptions are accurate, there is no completely traced 

plot over the data that can be used to fit the MLRM in order to make a forecast. In addition to that, 

the existence of significant multicollinearity has been shown. So, the subsequent phase will consist 

of determining whether or not multicollinearity exists using VIF. A greater number for the VIF 

suggests a higher level of multicollinearity. In this instance, the harvested area (HA) has a VIF of 

14.654, which shows that there is the possibility of a strong correlation between HA and the other 

predictor variables in the model. In this particular instance, the coefficient estimates and p-values 

that are included in the result of the regression are probably not accurate. The value of the variable 

importance factor (VIF) for annual mean rainfall (AMR) is 1.158, which shows that there is a 

substantial connection between AMR and other predictor variables in the model; nevertheless, this 

is often not significant enough to call for attention. The value of the VIF for the annual mean 

temperature (AMT) is 1.277, which shows that there is no multicollinearity for the variable. Also 

the VIF value shows there is a strong correlation between price and other predictor variables in 

the model. As a rule of thumb, multicollinearity may be present if the Tolerance value is less than 

0.1. For the variables HA and price this value shows an indication of multicollinearity problem. 

 

  Table 3. Variance inflation factor. 

 HA AMR AMT Price 

VIF 14.654 1.158 1.277 13.168 

Tolerance 0.068 0.863 0.783 0.075 

 

The regression output, including the p-values and coefficient estimations, is very suspect. 

As can be seen in Table 1, the model's residual standard error is 1.748. This indicates that the 
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regression model can accurately forecast spinach yield with a standard deviation of 1.748. The 

results also show that the model has an R2 of 1, which is an over-fitted model. Regression analysis 

shows that the significant F-statistic as the associated p-value is less than 0.001; therefore, the model 

is statistically significant. If the coefficient of determination (R2) is one, then there is exact 

multicollinearity and in a multiple linear regression model, there is no information loss when one 

or more explanatory factors are removed from a set of variables exhibiting precise multicollinearity 

(Kim, 2019). In light of these facts, the strong multicollinearity between price and harvest area has  

resulted in a stepwise model being the most suitable fit for the data at hand. Consequently, the 

most efficient method for investigating the possibility of multicollinearity is a stepwise regression 

analysis. 

 

Table 4. Eigenvalues and condition index. 

Eigenvalue Condition index Intercept HA AMR AMT Price 

4.59e+00 1.00 6.31e-06 0.0007 0.0005 6.16e-06 0.001 

3.88e-01 3.43 4.04e-05 0.01 0.005 3.75e-05 0.02 

1.40e-02 18.10 2.47e-04 0.51 0.148 3.20e-04 0.63 

6.80e-03 25.98 3.31e-03 0.37 0.845 2.88e-03 0.29 

6.89e-05 257.98 9.96e-01 0.09 0.0004 9.96e-01 0.04 

 

Beside the VIF and Tolerance values, the eigen values and condition number is presented 

here to check the multicollinearity problem as this study finds R2 value is exact 1. If the Condition 

Number is between 10 and 30, multicollinearity is likely present. Problems arise when values get 

beyond 30. Multicollinearity is strongly suggested by a high Condition Number and substantial 

amounts of variation as 0.50 or more. Multicollinearity is highly probable given the relatively high 

Condition Number (257.98) and the results of these three tests indicate that multicollinearity is 

present in our regression model.  

 

Stepwise regression analysis 

The optimal model for the stepwise procedure is the one with the lowest AIC. As can be 

shown in Table 5, Model 3 has the best AIC for predicting the variables. Model 3 was found to be 

the most accurate out of all the models that may be relevant based on the data we had. The lowest 

AIC value explains the greatest amount of variation using the price and rainfall data.  
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  Table 5. Best subset regression of spinach production.  

Model  Intercept Price HA AMT AMR AIC 

Model 1 X     1165.43 

Model 2 X X    69.74 

Model 3 X X   X 69.52 

 

This meant the optimal model was the one that included the given predictors (harvest 

price and average yearly rainfall). The final model retains the inclusion of the relationship between 

price and rainfall, while excluding other variables. In the end, the "proper predictors" were singled 

out.  

  

Table 6. An inventory of acceptable regressors. 

SN Predictor Spinach (estimate) 

1 Intercept -3.051026 

2 Price 5.984569 

3 AMR -0.001262 

 

So, the final regression model for spinach is: 𝑌̂ = -3.051026 + 5.984569 Price -0.001262 AMR 

 

While annual mean rainfall (AMR) remains constant, the equation predicts that a price 

increase will result in an additional 5.984569 times increase of spinach on average. It's an indication 

that the farmers' outlook on spinach production might improve if the market price of spinach's 

potential yield is bolstered. Once again, the output will decrease by 0.001262 times for every 

millimeter of more AMR (annual mean rainfall) on average if the other predictors remain constant. 

Also, the VIF values are 1.064 and 1.064 for price and annual mean rainfall in the final selected 

model which shows that there is no more multicollinearity problem in the final selected model now. 

 

Prediction of time series data 

In the decomposition of additive time series of Spinach production figures, it shows the 

same type pattern for the observed time series data and also for trend. To check the stationarity 

of the Spinach production data, Augmented Dickey-Fuller Test (ADF) applied here. In this test, the 

hypotheses are given below: 

H0: The time series is non-stationary. 

HA: The time series is stationary. 
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If the p-value from the test is less than some significance level (for example, =0.05), we can  

conclude that the time series is stationary. The ADF test statistic value for the Spinach production  

data is -0.747 with p-value 0.961. Hence, this test result shows this data is non-stationary. So, taking  

1st differencing of the data, we can apply the ARIMA model. In this study, nine models are fitted as 

ARIMA (2, 1, 2) with drift, ARIMA (0, 1, 0) with drift, ARIMA (1, 1, 0) with drift, ARIMA (0, 1, 1) 

with drift, ARIMA (0, 1, 0), ARIMA (2, 1, 0) with drift, ARIMA (1, 1, 1) with drift, ARIMA (2, 1, 1) 

with drift, and ARIMA (1, 1, 0). Applying “forecast” package and “auto.arima()” function in R 

programming language, finally ARIMA (1, 1, 0) has been taken to forecast Spinach production in 

Bangladesh. The “forecast” package in R programming language offers a range of techniques and 

utilities for visualizing and examining predictions of univariate time series data. The auto.arima() 

function in the R programming language employs a modified version of the Hyndman-Khandakar 

method (Hyndman & Khandakar, 2008) to derive an ARIMA model. This algorithm integrates unit 

root tests, the minimization of the Akaike Information Criterion with a correction for small sample 

sizes (AICc), and maximum likelihood estimation (MLE) to determine the most suitable ARIMA 

model. The parameters of the auto.arima() function allow for a wide range of algorithmic changes. 

These include automated ARIMA modelling by “auto.arima()” function. ARIMA (1, 1, 0) is equivalent 

to having a partial autocorrelation function (PACF) of 1, a differencing of 1, and an autocorrelation 

function (ACF) of 0. Comparing among all nine models, it is found that ARIMA (1, 1, 0) with drift 

performs better as the AICc value is minimum (Table 7).  

 

 

               Fig. 5. Decomposition of additive time series of spinach production. 

 

The model selection criteria like Akaike's Information Criteria (AIC), lowest Corrected 

Akaike's Information Criteria (AICc), Bayesian information criterion (BIC) values are presented 

below for the yearly spinach production data. The AIC and BIC values are 1103.55 and 1109.79 

respectively for the ARIMA (1, 1, 0) with drift model. The estimated values are statistically significant 

(Table 8).   

 



Nep. J. Stat., Vol. 7, 2023                           Modeling and forecasting of spinach production  

14                   www.tucds.edu.np               ISSN: 2565-5213(Print); 2465-839X (Online)                                                                        

        Table 7. Different models with AICc values. 

Model AICc 

ARIMA (2, 1, 2) with drift Inf. 

ARIMA (0, 1, 0) with drift 1106.27 

ARIMA (1, 1, 0) with drift 1103.99 

ARIMA (0, 1, 1) with drift 1104.19 

ARIMA (0, 1, 0) 1110.13 

ARIMA (2, 1, 0) with drift 1106.29 

ARIMA (1, 1, 1) with drift 1106.29 

ARIMA (2, 1, 1) with drift Inf. 

ARIMA (1, 1, 0) 1110.93 

        

       Table 8. Parameter estimation of ARIMA (1, 1, 0) with drift model. 

Parameter Estimate St. Error z value Pr (>|z|) 

AR1 -0.269 0.124 -2.165* 0.0300 

Drift 901.404 272.685 3.306** 0.0009 

       * and ** denotes significant at 5% and 1% level of significance 

 

The accuracy function provides various metrics to evaluate the accuracy of the model fit, 

including mean error (ME), root mean squared error (RMSE), mean absolute error (MAE), mean 

percentage error (MPE), mean absolute percentage error (MAPE), mean absolute scaled error 

(MASE), and the first-order autocorrelation coefficient (ACF1). Here MASE value is less than 1 and 

also MAPE value looks good enough. Also ACF1 value is very far from 1 (in table 9). So the fitted 

model shows good accuracy and finally this model can forecast the Spinach production for upcoming 

years ahead. Figure 6 depicts the 15-year Spinach production forecasting and 95% confidence 

interval values based on the use of the autoregressive integrated moving average (ARIMA) (1, 1, 0) 

with drift model. In the graph, it shows the forecasted values of Spinach production by blue straight 

line. The deep blue and light blue regions show 80% and 95% confidence intervals of the forecasted 

Spinach production in Bangladesh. Almost 75,000 unit Spinach will be produced after fifteen years 

according to the ARIMA (1, 1, 0) model with drift. Also, the diagram shows an upward trend for 

the predicted production of Spinach in Bangladesh.  
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             Table 9. Performance values of ARIMA (1, 1, 0) model. 

Criteria ARIMA (1, 1, 0) Criteria ARIMA (1, 1, 0) 

Log likelihood -548.78 RMSE 2626.28 

Sigma2 7260385 MAE 1328.84 

AIC 1103.55 MPE -3.35 

AICc 1103.99 MAPE 6.42 

BIC 1109.79 MASE 0.96 

ME -3.01 ACF1 -0.006 

 

 

 

                          Fig. 6. Forecasting spinach production. 

 

In their empirical study, Akhi et al. (2021) utilized time series data from 1961 to 2017 to 

forecast the production process of selected winter vegetables, including Bean, Cabbage, and 

Cauliflower, cultivated in Bangladesh. The researchers employed the Box Jenkins ARIMA 

methodology to analyze the production behavior and generate forecasts. The Box-Jenkins ARIMA 

models that provided the best fit for the data on Bean, Cabbage, and Cauliflower were estimated 

to be (0, 2, 1), (1, 2, 3), and (0, 2, 1) respectively. Das et al. (2022) applied six trend models in tea 

production time series data from 1976 to 2020. In this study, they found compound trend model is 

the most suitable model for the data set and forecast tea production. Our study utilizes the ARIMA 

(1, 1, 0) with drift model to forecast Spinach production in Bangladesh. The auto.arima() function 

in the R programming language is employed for this purpose. While certain analysis techniques 

utilized in this study can be found in other studies pertaining to diverse crop production forecasting,  
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it is challenging to locate any literature that has employed all of these techniques collectively within 

a single study for Spinach production. The study of production forecasting of spinach possesses 

distinctive characteristics. 

 

CONCLUSION 

As a nutritious and healthy food, the demand for Spinach is growing. So, it needs to analyze 

and forecast this production data to meet the future demand of Spinach in Bangladesh. Increasing 

future production will require careful selection of inputs. An appropriate model is selected in this 

study after checking performance and applying other diagnostic statistical methods. Also, a 

prediction is presented here for the future idea about Spinach production. Spinach production 

forecasts, in particular, have a significant impact on the future equilibrium between supply and 

demand. Government policy decisions concerning relative price structure, production, and 

consumption, as well as international relations, can benefit from these forecasts. 
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