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ABSTRACT

Introduction: In sampling theory, different procedures are used to obtain the efficient estimator of
the population mean. The commonly used method is to obtain the estimator of the population mean is
simple random sampling without replacement when there is no auxiliary variable is available. There
are methods that use auxiliary information of the study characteristics. If the auxiliary variable is
correlated with study variable, number of estimators are widely available in the literature.

Objective: This study deals with a new ratio cum product estimator is developed for the estimation of
population mean of the study variable with the known median of the auxiliary variable in simple
random sampling.

Materials and Methods: The bias and mean squared error of proposed estimator are derived and
compared with that of the existing estimators by analytically and numerically.

Results: The proposed estimator is less biased and mean squared error is less than that of the existing
estimators and from the numerical study, under some known natural populations, the bias of proposed
estimator is approximately zero and the mean squared error ranged from 6.83 to 66429.21 and
percentage relative efficiencies ranged from 103.65 to 2858.75.

Conclusion: The proposed estimator under optimum conditions is almost unbiased and performs
better than all other existing estimators.

Keywords: Bias, mean squared error, natural populations, product estimator, ratio estimator, simple
random sampling.

Address correspondence to the authors: Department of Statistics, Ramanujan School of
Mathematical Sciences, Pondicherry University, Puducherry, 605014, India.
Email: drjsubramani@yahoo.co.in ; ajith.master9@gmail.com 2* (corresponding author email)

Copyright @ Central Department of Statistics, TU, 2017 1


mailto:drjsubramani@yahoo.co.in
mailto:ajith.master9@gmail.com*

Nep. J. Stat., Vol. 1, 2017 Almost unbiased ratio cum product estimator

INTRODUCTION

The main aim of sampling theory is to obtain precise results about the parameters of study
variable on the basis of random samples. One can use the parameters of auxiliary variable such as
mean, median, variance, the coefficient of variation, correlation coefficient etc. are used to improve
the efficiency of the estimators of study variable. Let in a finite population having N units
{U;,U,,Us ....Uy}. Y be the study variable and X be the auxiliary variable which is correlated with Y.
Ify = {y., V5 Vs5.... 7.}, and x = {x;, x5, x3....x,} be n sample values. When the population mean
of the auxiliary variable is known, different estimators such as ratio, product and linear regression
estimators are proposed in the literature. Among all these estimators the ratio estimator and its
modifications are widely used for the estimation of the mean of the study variable. This work is
focused on improving the efficiency of some ratio cum product estimators in the literature by
obtaining the optimal value. Cochran (1940), Singh, Tailor and Kakran (2004), Kadilar and Cingi
(2004, 2006), Subramani (2013), Subramani and Kumarapandiyan (2012a, 2012b), Subramani and
Master Ajith (2016a, 2016b), Upadhyaya and Singh (1999), Yan and Tian (2010), Sisodia and
Dwivedi (1981), etc. suggested different class of estimators of the population mean with known

parameters of the auxiliary variable.

Before discussing further the various estimators, the notations to be used in this article are listed here.

N - Population size B - Coefficient of kurtosis
n - Sample size M - Median of study variable
f= % - Sampling fraction My - Median of auxiliary variable
Y - Study variable ?pr - Proposed estimator
X - Auxiliary variable Vsrs - Simple random sampling
Xy - Population means (WOR) estimator
X,y - Sample means ?R - Ratio estimator
SeSy - Population standard deviations ?P - Proposed estimator
Sx)Sy - Sample standard deviations Yur - Modified ratio estimator
C.Cy - Coefficient of variations Yup - Modified product estimator
p - Correlation coefficient between B()) - Bias of estimators

xandy MSE(.) - Mean squared error of
B - Coefficient of skewness estimators
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The simple random sample mean without replacement is used only when there is no additional

information of the study variable is available. In simple random sampling the estimator ¥, is an

unbiased estimator for the population mean Y and its variance is
_ 1- 1- S
V(ysrs) = (Tf) Sy2 = (Tf) YzC}% (1)
Where ¥ = 2V v, 5,2 =~ SN-1(y, - )2, ¢, =2
N &=L 0y N—1&i=1 L0 r Ry v’

The auxiliary variable and study variable are positively correlated, ratio estimator and their

modifications are used. The ratio estimator (Cochran, 1940) is given

YR = Xzﬁ)?

Ri 1<

= y 1 _ 1
Where R = %v}’ =X Yi, X = N X
the bias and mean squared error of ratio estimator up to first order approximations are

BTy = ()7 167~ pG:Gy)

2 1-f\ = 2
MSE(Tp) = (55) 72 [C,% + €, = 2pC,C,) @)
Where G, =3,p=2% g = L3N (v,—7) (X, — %), 5% = =3, (X, — X)?
x_)?'p_SxSy' Xy T ny—q&i=1\ i rOx T yoq Ai=1\A

The modified ratio estimator for the population mean ¥ with known median of the auxiliary variable

is

~ (X+M,
Yur = X+ M,

The bias and mean squared error of modified ratio estimator are given by
= 1_ -_—
B(YMR) - (Tf) 7[62C,2 — 6pC,C, ]

MSE(Vur) = (55) 72[C,2 + 62C,* — 20pC,Cy] 3)

X
where 0 = =
X+Mg

The auxiliary variable and study variable are negatively correlated, the product estimator and its

modifications are used. The product estimator (Murthy, 1964) is given by

=

v,=y

il =i

The bias and mean squared error of the product estimator are given by
B(h,)  =(5)7[pCGy]
MSE (7,) = (5) 72 [C,% +C,” +20CCy] @)

The modified product estimator with known median of the auxiliary variable is defined by
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5 _ = (Xx+Mg
YMp =Yy (X+Md)
The bias and mean squared error of the modified product estimator are given by
= 1_ p—
B(Yup) = (597 [60C,C,)
MSE(?MP) = (%‘f) 2[C,% + 62C,2 + 26pC,Cy ] ()

X
where 8 = =
X+Mg

RESULTS

In this section, a ratio cum product estimator for the population mean by using the known median
of an auxiliary variable is proposed and also derived the bias and the mean squared errors of the
proposed estimators. Compare the mean squared error of the proposed estimator with the above
mentioned estimators by algebraically and numerically with the help of three natural populations. The

detailed expressions are given below
Proposed estimator

The proposed ratio cum product estimator for the population mean by using the known

population median of the auxiliary variable is given by

s _ (X+Mg _ _ (%+Mg
Yor =aky (2+Md) +(d -y ()?+Md) ©)
where A, = Sy A, = 5y \where Ky and Kz are constants

Sy+K1Cy Sy+K>Cy

The bias and mean squared error of the proposed estimator

To obtain the bias and mean squared error of the proposed estimator,

. - % X
Consider e, =2, e, =726 ==
7 X X+Mg

E(eq) = Eer) = 0, Ee0?) = (FF) 72¢,°  E(er®) = (R1) K207 ECeven) = () pCic,

Substitute the values of ejand e, in equation (6) and neglecting the high order expressions, we get

~i

B(?Pr) = E(?Pr - 7)
B(Vr) = P(ady + (1 - )2, — 1) + (1%() P{a,02C,% — 0pC,Cylar, — (1 — a)Ay)}

The detailed derivation of the mean squared error is given in the appendix and the final expression is

obtained with only first order approximation in the Taylor series expansion as

MSE(?PT) = E(?Pr - 7)2
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MSE (o) = P2 (ady + (1 — )2, — 1)2 + (#) 72(C,2(ad; + (1 — @)1,)?

+02C,°(3a24,% + (1 — @)?4,% — 2ad;) + 20pC,Cy(ady — (1 — a)ly)
- 2(0»’2112 -(1- 05)2122)}
where 4, and A, are as defined above. If we assume that K; =0, K, = 0and a =1 then the

proposed estimator are exactly equal to the existing modified ratio estimator and if K; =0, K, =

0 and @ = 0 then the proposed estimator is exactly equal to the existing modified product estimator
we discussed above. If we assume that K; = B(?MR) VK, = B(?MP) then the proposed estimators are
almost unbiased ratio cum product estimator under optimum values of a. The optimal value of «a is

determined by minimizing the MSE (?pr) with respect to a. For this differentiate MSE with respect

to a and equate to zero.

OMSE
da

= 0, and we get the value of a, as

A, — DAy — 1) + (%) (€2 (Ay — A1) + 02C, 2 (A1 + 2,°) — 8pCCy(Ay + A, — 42,°)}
a =

Ay — 2202 + (EL) (1 = 21,)26,7 + 6262 (30,% + 2,%) + 40pC, Cy (1,2 — 1,%)}

Efficiency comparison

To assess the efficiencies of the proposed estimator with that of the estimators we discussed
above, the mean squared error under optimality condition of these estimators are used and it satisfies
the following cases. The proposed estimator under optimality condition is more efficient than of

existing estimators such as
V(Fors), MSE(¥y ), MSE (Vg ), MSE (¥, ), MSE (Vo5 ),
and it satisfying the following conditions.

Case (1) V(¥srs) = MSE(?Pr)

(4-1%+ (L) (@ - DC,? +02C,2(A* + (A + B)(B - 1))}

(T) 20C,C,(B(24 — 1)

Case (2) MSE(¥y ) = MSE (V)

(4 -2+ (SL) {42 - 1DC,? + G202 (42 + (A + B)(B — 1)) — 1)}

p= (£L)2c.c,(0B(24 - 1) - 1)

Case (3) MSE( ¥y ) = MSE (¥,)
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(4 -17%+ (SL) {42 - DC,? + 626,242 + (A + B)(B — 1)) — 1)}

p= (%) 20C,C,(B(2A—1) — 1)

Case (4) MSE(¥, ) > MSE(7,,)

(4 - 1%+ (SL) (@ - D2 + G202 (42 + (A + B)(B — 1)) — 1)}

p= -
(%f) 2C,C,(6B2A—1) +1)

Case (5) MSE(¥y,p ) = MSE (V)

(4 - 1%+ (SL) (@2 - DC,? + 626,242 + (A + B)(B — 1)) — 1)}

p= -
(%f) 20C,C,(BRA—1) +1)

where A=al;+(1—a)d,and B = al; — (1 — a)A,
Numerical study

In this section we consider four natural populations, the computed values of constants and

parameters of these populations are given below

Population 1: (Khoshnevisan, Singh, Chauhan, Sawan and Smarandache, 2007)

N =80 n=5 Y=5182562 X =1126.463 p=0.9413 5¢=845.609 §,=1835.654
C,=0750 (,=0354 p,=1061 pB,=2.866 «=0.867 6=0597  1,;=0.990 1,=0.
Population 2: (Singh and Chaudhary, 1986)

N =34 n=5 7=199.441 X=856.411 p=0.445 S,=733.140  S,=150.215
C,=0856 (C,=0.753 B,=7.955 [,=13.366 a=0.858 9=0527  1,=0.991
1,=0.974

Population 3: (Cochran, 1977)

N =49 n=>5 Y=127.796 X=103.143 p=0.982 S5,=104.405 §,=123.121
Cx=1012  (,=0.963 p,=4.777  B,=7.511 =1.356  6=0617 2,=1.037

A,=0.904

These values are used to obtain the bias and mean squared error of proposed estimator and existing
estimators under optimality conditions. The mean square error of the proposed estimator is used to

compare the percentage relative efficiency with that of the existing estimators such as the simple

random sample mean, ratio, product, modified ratio estimator and the modified product estimator.
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Table 1. Bias and MSE of proposed and existing estimators from different populations

Population 1 Population 2 Population 3
Estimator - . -
Bias MSE Bias MSE Bias MSE
Proposed (opt)  -4.62e-13 66429.21 8.88e-16 3013.05 1.06e-14 6.83
Vers - 631805.10 - 3849.91 - 2722.40
iR 304.37 948789.10 15.16 4925.33 1.54 111.43
Qp 243.21 5990618.00 9.77 12718.48 21.97 11343.93
?MR 50.35 139073.90 1.78 3177.31 -4.60 401.08
Yyp 14542 315369400  5.15 7287.23 13.56 733258
Table 2. Percentage relative efficiency of the proposed estimator
Estimators Population 1 Population 2 Population 3
Vsrs 668.76 174.33 173.79
Ve 2858.75 109.76 222.37
A 127.04 511.41 574.21
Yiur 2452.84 109.48 219.87
Yip 103.65 509.51 568.48
CONCLUSION

The performance of the proposed estimator for some known natural populations is also observed.

when K, =B(17MR) , Ky = B(?MP) and ais optimum the proposed estimator is less bias (almost

unbiased ) than the existing estimators and it is more efficient than all these existing estimators. In

the fact the percentage relative efficiency is ranging from

668.76.
109.48 and 2452.84

ranged from 127.04 to 574.21 and 103.65 to 568.48
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It shows that proposed estimator performing better than all these existing estimators.
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APPENDIX
Bias and MSE of Proposed Estimators

The proposed ratio cum product estimator is given by

Vor = ak¥ (Fd) + (1 - 027 (5o

X+Mg X+M

S S
here A, = Y _and 1, = —2—, K, K, are constants
Sy+K1Cy Sy+KzCy

To obtain the bias and mean squared error of the proposed estimator,

y-Y _x-X X
VY o = % 9=
X+Mg

Consider, e, =

E(es) = E(e)) = 0,E(e0) = (F1) 726, E(er?) = (5F) K207 Eeoen) = (L) Gy

Substitute these values in ?/pr and neglecting the high order expressions, we get

Y  =aky (jf * Md) +(1— @)y (f hl Md)
X + Mgy X + Mgy

= al V(1 +e)(1+ 0e)™ 1+ (1 —a)A,Y (1 +ey)(1 + Bey)

=Y {al,(1 +ey))(1—0e; +0%,2) + (1 —a)A,(1 +ex)(1 + Oey)}

=Y {aAt (1 — Oe, +0%e,2 + ey — Bejey) + (1 — @), (1 + Oey + ey + Oeger)}

?/pr -V =V{aA,(1 —Oe; + 0%, + ey — Oejep) + (1 — a)A,(1 + Be; + ey + Bege;)}

B(§Pr) = E(?Pr -7)
= E{Y(ad,(1 — Ge; + 0%e;2 + ey — Oejey) + (1 — a)A,(1 + Bey + ey + Begey) — 1)}

P{aa, (1 + (£L) 02¢,2 — (K1) 6C,y) + (1 - )2, (1+ (£L) 6y ) — 1}

1-f

n

(%) = 7{(04,11 +(1-a)y—1)+ ( ){a/lleszz — OCyy(ady — (1 — a)/lz)}}

The mean squared error of the proposed estimator is

MSE(?FT) = E(?pr - 7)2

= E{Y(aA, (1 — Oe; + 6%e;2 + ey — Oesep) + (1 — a)A,(1 + ey + ey + Oege;) — 1)?}

= E{V2(a?2,*(1 — Oe; + 0%e,2 + ey — Bejeg)? + (1 — a)?2,° (1 + Oey + eo + Oege)? + 1+
2a4,(1 — a)A,(1 — Be; + B%e,2 + ey — Bejep)(1 + ey + ey + Bege;) — 2aA,(1 — ey +
0%e,? + ey — Oejey) — 2(1 — a)A,(1 + Oey + ey + Begey) }
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= 72{a?2,? (143 (2L)0%¢2 + (5L) ¢, — 4 (L) 0cyy ) + (1 — 0?2, (1+ (BL) 02C,2 +
0,2+ (BL) 400,y) + 2a0,(1 - )2, (1 + (BL) ¢,2) — 202, (1 + (L) 0%¢,2 -
) ocy) - 201 - 02, (1+ (EL) 0y )}
MSE(Tp,) = 72 {(all F -, —1)% + (%) (€, 2(ady + (1 — a)2y)?
+ 0202 (3a24,” + (1 — @)?4,° — 2aky) + 20C,, (ad; — (1 — a)ly)
- 20’ - (1 - @2,

X
X+Md

Where 6 =

The optimal value of « is determined by minimize the MSE (?pr) with respect to a. For this

differentiate MSE with respect to @ and equate to zero.

OMSE
da

ie, = 0, and we get the value of «, as
2000 + (1 — Ay — DOy — Ay) + (%) {C,22(c0 + (1 — A — Ap) + 02C,2(6a), % —
2(1 — a)A,® — 24y) + 20C,y (A; + A, — 2(202,° +2(1 — WA, %)} = 0
(= o) = 22) + (SL) {2 (ady — ad) (= Ap) + 62C,(30A,” + o, ?) +
0C,y (—40h,® + 402,°)} = (A — DAz — A1) + (51) (A — A0 + 02C,2 (A +4,%) =
0Cy (A + Ay — 41,%)}

(A = DUz = ) + (51) (6,220 — 1) + 02C,7 (A + 4,2) = 0C, (A, + A, — 44,%))
A1 = 1)% + (EL) (A — 22026, + 02C,2 (302 + 1,) + 40C, (2,2 — 1,2))

a =

Theorem:
The proposed estimator under optimality condition is more efficient than of existing
estimators such as
V Gers), MSE(¥y ), MSE (Voyr ), MSE (7 ), MSE ¥y )
and it satisfying the following condition
Proof:

Case (1) : The proposed estimator is more efficient than simple random sampling without

replacement estimator if

V(}_’srs) - MSE(?Pr) 20
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(%) Y?c,” —v? ((aA1 + (1 -1, -1+ (?) (€, (ady + (1 — @)A,)? + 02C,2(3a?2,% +
(1 — @)%, = 2ak;) + 20Cy (ady — (1 = @)y — 2(a?2,” = (1= @)?2,%)}) 2 0

P _ _
(%) 72, (1 - (ady + (1 — @)1,)?) = ¥2 ((om1 +(1-a)d, — 1)+ (%) 62¢,2(3a21,2 +
(1 — @)1, — 2ad;) + 26C, (ady — (1 — @), — 2(a?2,% — (1 — a)2,122)})

(A—1)? + (%) {(42 = 1)C)% + 02C, (A2 + (A + B)(B — 1))}

(£L)26¢.c,(B(24 - 1)

Case (2): The proposed estimator is more efficient than ratio estimator if
V(¥e) = MSE(Tp) 2 0

(?) 72(C,% + C,2 — 2Cyy) — V2 ((a/ll +(A—a), — 1%+ (%) (€, (ad; +

(1—a)A)? + 02C2(3a? A% + (1 — a)?A,% — 2ay) + 20C,y(ad;, — (1 — a)A, —

2(a?1 - (1= @)?1,%)}) 2 0

1-f z 2 2

(£L) e, (= (aty + (1 - ))2)%) = ((ady + (1 = )2, — 1)% +

(D) (6202 (3e% 4%+ (1 — a)*2,® — 2ak;) — 1) + 20,y (6 (@ — (1 — )2, —
2(a?1* - (1 - @)?2,%)) +1)3})

(4- 1%+ (SL) (@ - DC,? + GO (42 + (A + B)(B — 1)) — 1))

pz (?) 2C,Cy(0B(2A — 1) — 1)

Case (3): The proposed estimator is more efficient than modified ratio estimator if,
V(?MR) — MSE(¥»,) =0
(BL)72(c,? + 07C,* — 260C,) — (5L) P2((ady + (1 — )2, — D? + G, 2(ady +
(1—a)A;)? + 02C* (3, % + (1 — a)?A,% — 2al,) + 20Cyy(ary, — (1 — a)A, —
2(a*2," —= (1= a)*2,%)) 2 0
(1 = (@h + (1 - 1)) 2 ((@h + (1 — ), — 1)? +62C,* (302, +

(1 — )2, = 2ad; — 1) + 26Cyy (e, — (1 — A, — 2(a22,% — (1 — a)24,%) + 1))

(4 - 1%+ (SL) {42 - 1DC,? + 2C,2((42 + (A + B)(B — 1)) — 1)}

p= (£L)26¢,C,(B(2A-1) - 1)

Case (4): The proposed estimator is more efficient than product estimator if

12 www.tucds.edu.np
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V(¥p) = MSE(Ypr) 2 0
1- = — 1—
(Tf) P2(C,2 + G2 + 2Cyy) — 72 ((all +(1-a)l, —1)2+ (Tf) (€)% (ady +
(1—a)A;)? +02C2 (3% + (1 — a)?A,% — 2ay) + 20C,y(at; — (1 — a)A, —
2(a?,? = (1 - @)*2,%)}) 2 0
_ 2
(£L)e, (= (aa + (1 - ))2)%) = ((ady + (1 = )2, = 1)% +
(D) (6202 (3022, > + (1 - @)?2,” = 2a2y) — 1) + 20y (60 (ady — (1 — )2, —
2(a?1,” - (1 - @)?2,%)) —1)3)

(4 - 1%+ (SL) (@ - DC,? + G207 (42 + (A + B)(B — 1)) — 1)}

= :
(%f) 2C,C,(6B2A—1) + 1)

Case (5): The proposed estimator is more efficient than modified product estimator if
V(?MP) — MSE(¥p,) = 0
(L) 72007 +62C,2 +26C) = 72 (s + (1 = 02— 1? + (L) (6, (at +
(1— a)A)? + 02C2 (32?4, + (1 — @)?A,° — 2aky) + 20Cy (ad; — (1 — a)d, —
2(a?A,? — (1 — a)zzzz)}) >0
()6, @~ @t + 1 - )1)) = ((@hy + (1 - a)d, — 1 +
(BL){e2¢." (3a22,” + (1 = @)?2,” = 202, — 1) + 20Cy (ks — (1 — )2, — 2(a?2,* -
(1-a)?2,%) - 1)})

(4= 1%+ (SL) {42 - DC,? + 62C,2((42 + (A + B)(B — 1)) — 1)}

p= -
(£L)26c,c,(B(2A-1) + 1)
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