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ABSTRACT

Dealing with outliers and influential points while fitting regression is recognizing them, identifying the
reasons to their existence in the process and employing the best alternatives to lessen their effect to the fitted
regression model. In this paper, before considering elimination of outliers and the influential points while
fitting a regression, as they contain important information, issues why unusual observations (possible
outliers) appear in the process and how to analyze them to detect if they were real outliers, have been
discussed thoroughly. And, when detected as outliers and influential points, to investigate and eliminate
their effect in the fitted model, analytic procedures; leverage value, studentized residuals and cook's distance
were carefully employed to optimize a multiple regression model for rice production forecasting in Nepal.
This model was fitted with 35 years (1961-1995) time series data, collected from Ministry of Agriculture
and Cooperatives, Food and Agriculture Organization Statistics Database, International Rice Research
Institute and Department of Hydrology and Metrology which to its end was consisted of the three predictors,
price at harvest, rural population and area harvested.

Keywords: Outliers, Influential points, Studentized residual, Leverage value, Cook's distance.

INTRODUCTION debate as to what to do with identified
In statistics, outlier is an observation that is  outliers. Meanwhile though, the above-mentioned
numerically distant from the rest of the sample in  authors congruently reveal different approaches are
which it occurs. Rahaman et al. (2012), Stevens  in practice to deal with outliers and several
(1983) and Sweet & Martin (2012) have compatibly ~ indicators are used for identifying and analyzing
defined outliers to be the points in a data set which ~ them. According to Osborne & Overbay (2004) a
are very different from the other points. Also,  thorough review of the various arguments about
Jarrell (1994), Rasmussen (1988) and Stevens  outliers and influential points is almost impossible
(1984), (as cited in Osborne & Overbay, 2004) in a single write and there come situations where
have mentioned that an outlier is generally researchers must use their training, intuition,
considered to be a data point that is far outside the ~ reasoned argument, and thoughtful consideration in
norm for a variable. However, a little skewed making decisions about outliers and the influential
definition of outlier given by Dixon (1950) and points.

Waine (1976) is, "values that are dubious in the  Sweet & Martin (2012) reveal that, the outliers are
eyes of the researcher.” deleted if a) they are the wrong entry or b) they are
Outliers and influential points are sensitive to ~ SOme special cases isolated from a common
regression analysis. According to Osborne &  Phenomenon in an analysis. Otherwise, run the
Overbay (2004) possible deadly effects can cause analysis first without and second with the outlier
increase in error variance to reduce the power of  excluded. If the outlier is exerting an undue
statistical test, help violet the assumptions in the  influence on the outcomes, both models should
model which ultimately result a biased estimate. To ~ reasonably coincide. Otherwise report the both.
identify the nature of outliers and how to detect  Stevens (1983) have reported four diagnostics that
them, some discovering of the methods for dealing ~ are useful in identifying outliers. Namely:
with them correctly are essential to fit an unbiased ~ studentized residuals [standardizing the deleted
regression model. Despite such severity of outliers ~ residuals  produces  studentized  residuals,
in regression model fitting, there is a great deal of ~ (studentized residuals, 2017)], the hat elements,
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Cook's distance [a combination of each
observation’s leverage and residual ~ values;  the
higher the leverage and residuals, the higher the
Cook’s distance (Andale, 2016), where leverages
are defined as a measure of how far away the
independent variable values of an observation are
from those of the other observations (Leverage
statistics, 2016)], and Mahalanobis distance.
Rahaman et al. (2012) claims different computer-
based approaches (distribution-based, distance-
based, density-based and deviation-based) have
been proposed for detecting outlying data.

If there is an outlier in the data, rather omit it, the
preference would be its effect is removed. Possible
ways that any data point can be outlier are: it could
have, an extreme x value, an extreme y value, an
extreme x and y value and it might be distant from
the rest of the data, even without x and y values.
According to Bowerman et al. (2005) an
observation may be an outlier with respect to its y
value and /or its x value, but an outlier may or may
not be influential.

Influence of outliers is identified by computing
regression coefficients with and without outliers.
Observations that have a large influence on the
estimation results of a regression model are called
influential observations. When data set includes
influential point, things to consider are: the
influential point may be bad data viz. the
measurement error, and one needs to check the
validity of the data point. Andersen (2012) and,
Jacoby (2005) have described outlying observation
can cause to misinterpret patterns in plots. More
importantly, according to the author, separated
points can have strong influence on statistical
models viz. unusual cases can substantially
influence on the fit of the Ordinary Least Square
(OLS) model. And therefore, deleting outliers from
a regression model can sometimes give completely
different results. Cases that are both outliers and
high leverage exert influence on both the slopes and
intercept of the model, outliers may also indicate
that model fails to capture important characteristics
of the data. Bowerman et al. (2005) have
recommended; first dealing with outliers with

Table 1. Unusual observations.

respect to their y values and explaining that they
could affect the overall fit of the model. According
to whom if this was done first, other problems
become much less important or disappear.

MATERIALS AND METHODS

Data (Appendix A) for the study were collected
from(MOAC, 2010), (FAOSTAT, 2013), (IRRI,
2014) and (DHM, 2014).

Osborne & Overbay (2004) claim, if the
studentized residual of an observation is 2
(irrespective of any sign) then the observation is an
outlier with respect to its y value. If the leverage
value for an observation is greater than 2(k + 1)/
n, [where k = number of independent variables and
n = number of observation], the observation is
outlying with respect it’s x value. Moreover, a
rough rule of thumb, to determine if an observation
is influential is, to calculate Cook's distance
measure written as Cook'sD. If Cook's Distances
for the outliers are > 1, then these outliers are the
influential points. In addition to this,

If none of these appears to be the case, two
analyses—one with the influential cases in
and one with these cases deleted—could be
reported to emphasize the impact of these
few points on the analysis. This is a case
where researchers must use their training,
intuition, reasoned argument, and
thoughtful  consideration in  making
decisions. (Osborne & Overbay, 2004).

Once identified and if there is a reason to believe
that these cases arise from a process different from
that for the rest of the data, then the cases should be
deleted. For example, the failure of a measuring
instrument etc. otherwise, two analyses—one with
the influential cases in and one with these cases
deleted—could be reported to emphasize the impact
of these few points on the analysis. During analysis
in Minitab following were observed to be unusual
observations (Table 1).

Obs harv_area | Prodn_paddy Fit SE Fit Residual St Resid
21 1265 1832.6 2083.1 66.7 -250.5 -2.04
31 1262 2584.9 2421.6 100.4 163.3 1.68
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21: R denotes an observation with a large
standardized residual (possibly outlying with
respect to y value)

31: X denotes an observation whose X value gives
it large leverage (possibly outlying with respect
to x value).

Table 2. Detecting influential observations.

Chuda Prasad Dhakal

These observations therefore were subjected to test
for outlying and the influential points. Discussion
on these is made in the results and discussion
section based on the criterions mentioned above.
Following (Table 2) are the essential statistics and
the related threshold values to locate either or not
the suspected observations were outliers and the
influential points,

Observation Studentized residual Leverage value Cook's Distance
Observed | Thresh hold | Observed | Thresh hold | Observed | Thresh hold

21 2.04 12| 0.23 0.23 0.31

31 1.68 12| 0.52 0.23 0.76

RESULTS AND DISCUSSION

Observations suspected to be outliers or influential
points were checked for their possible wrong
recordings. But this was not the case, they were
found correctly recorded. Therefore, the other
criterions were sought to identify if they were
outliers or the influential points.

Table 2. shows that observation 21 is not outlying
with respect to its y value [studentized residual
(2.04) > 2, not significantly greater)] nor was it
outlying with respect to its x value [leverage value
(0.23), not greater than the threshold value].And,
for the same (observation 21) Cook's Distance
(0.31) < 1 proved that this observation was not
influential.

Similarly, from the figures in the same (Tablel)
show that observation 31 was not an outlying due to
its y value [studentized residual (1.68) < 2], but
clearly was an outlier due to its x value [leverage
value (0.517) > 0.23]. However again, [Cook’s
Distance (0.76) < 1] showed that this (observation
31) was also, no more any influential point.

As above we came to the conclusion that neither of
the suspected observations were the influential
outliers. However, keeping in view that the
mentioned criterions many a times (as they have
been discussed in the theoretical section) could give
malicious results, models with and without the
suspected observations were computed (Table 3)
and cross checked.

Table 3. Model with and without the suspected outliers.

Description
Model |S R R’y | PRESS |R’pe | D-W Overall lack | VIF
statistic | of fit test is
significant
at
Original | 139.60 93.3% | 92.6% |897983 | 90.03% | 1.96 P =.052 HA(8.66)
(1.58) RP(22.11)
PH(9.40)
Obs. 21| 132.02 93.8% | 93.2% | 741806 |91.19% | 1.38 P>=.1) HA(9.527)
deleted (1.58) RP(27.314)
PH(11.460)
Obs.31 | 13526 |93.9% |93.3% |756545 |91.60% | 1.96 (P>=.1) HA(16.04)
deleted (1.58) RP(30.24)
PH(8.78)
Obs. 21 |130.69 |94.1% |935% |702891 |91.65% | 1.37 P =.060 HA(18.95)
and 31 (1.58) RP(40.02)
deleted PH(11.07)
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Figures in the parenthesis for the DW statistics
column are the thresh hold value. If DW> upper
bound (1.58) at 5% level of significance, no
correlation exists between the predictor variables
(Makridakis et al., 1998).

Table 3. shows that, neither options either 21 or 31
deleted turn by turn or both 21 and 31, deleted
together did give better model. For instance,
autocorrelation, lack of fit condition and the
multicollinear situation were rather degraded in the
newer model as compared to the corresponding
values of the models for which the suspected
observations were deleted. And hence the model
was kept as it was before starting to have a check
on the suspected values.

CONCLUSION AND RECOMMENDATIONS

Outliers are the values that lie very far from the
middle of the distribution in either direction. They
take extreme values compared to most of the
observations in a data set. Outliers and influential
points could have significant impact in the results
of any analysis. Outliers not necessarily be
influential in affecting the regression coefficients.
They are to be dealt with utmost care. If these
influential points are to be removed, it may lead to
a different model. Outliers are associated each
other. In the presence of the first outlier the second
might not act as an outlier. Occurrence of outliers
may be by chance. If the occurrence is by chance,
they are discarded.

In this paper, outliers, with the tools, studentized
residual, leverage value and Cook's distance are
checked through the deletion approach of the
outliers. And, we have demonstrated through
examples that outliers and influential points can be
carefully dealt with. This procedure can be applied
in the cases when similar situation arises.
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Appendix (A): Data used for fitting the regression model.

R e T T T L e T T L L

EL Y - "

| year M__ncov‘ harv_area  frenbv_price fert_consump n_tractors | seed_consu annual_rain amnual temp r_variebes  rud popin  miag Réc Mq_lbc‘

|Vessole: 13 of 13 var

! | mp ! o
1 1961 210832 1090.00 760.00 43 18 6050 147891 1712 0 956300 306300 213600
2 1962 210900 1090.00 790.00 63 19 6056 144520 17.05 0 973400 309800  2164.00
3 1963 220100  1101.00 880.00 1.02 20 6325 174970 1747 0 931500 313500 219200
4 1964 220700  1111.00 980 00 111 2 6111 145629 1718 0 1010600 317400 222300
5 18 200730 110000 930 00 340 2 6050 149243 1780 0 1030700 321400 225500
6 196 211943 115429 960.00 265 32 6380 140683 17.64 1 1051900 325600  2290.00
7 1987 217826 116202 990,00 307 42 6424 149809 17.15 4 1074000 330000 232600
8 1968 24123 17317 108000 451 51 6875 17N 15.27 11096900 34500 236400
E) 1969 230420 118247 118000 53% 61 6699 146671 1783 0 1120500 339400 240300
0 1970 234383 120076 113000 197 7 6309 156395 16.70 0 1144600 344500 244200
1H 1N 201045 114015 127000 1062 80 6600 148001 1595 0 1169300 350300 248200
12 1972 241605 12703 148000 1237 %0 6875 151459 1583 2 1134500 356300 252200
2 1973 205227 123985  1580.00 1270 107 7040 162091 17.03 3 1220100 362600  2563.00
u 1974 260475 125580  1610.00 12.26 124 7095 159777 16.53 0 1246100 369100 260500
1975 238627 126162 157000 1488 158 7095 153561 16,89 1 1272700 375800 264800
1976 228243 126406 1239.00 17.47 174 6969 155670 18.90 0 1259700 382600 269300
1977 233928 126265 1477.00 18.54 191 6947  1487.00 19.40 0 1327200 389500  2739.00
1978 205993 125424 142200 2095 193 6913 209675 19.70 1 1355200 396600 278600
1979 248431 127552 1689.00 246 10.10 7040 150950 19.70 4 1383700 403700 283500
1980 256008 129653  1735.00 28 1240 7150 1580.35 19.70 0 1412900 350600 193600
1981 183262 126484 154500 3128 14.70 6985 140830 18.60 1 1442700 358500 197800
1982 275698 133420 192200 37.30 17.00 7370 158820 19.10 3 W7TR200 363600  2038.00
1983 270943 137686 2512.00 4348 19.35 8250 24360 19.20 0 1504400 368500 210100
1984 280449 139104 253400 4341 208 7975 152105 19.80 1 1536200 373500  2166.00
1985 237202 133336 303000 4505 242 7975 171520 19.60 0 1568500 378500 223400
1986 208178 142329 358000 5418 251 8250 184775 1960 0 1601400 383500 230300
1987 328321 145047 358000 5629 259 8250 161430 2040 9 1634900 388900 237500
1988 338967 143285 382000 67.38 269 7975 182435 19.90 0 1668900 394100  2451.00
1989 350216 145517 447000 7251 21 8250  1777.00 19.50 0 1703700 398900 253200
1990 322254 MN81 482000 8110 278 7810 1810.50 19.60 3 173200 403200 262100
N 9 268490 126211 512100 8200 21.70 7700 144960 19.70 3 1775300 406800  2717.00
R’ 19 349559 145045 544000 7354 24.00 8250 135105 19.40 0 1812000 412900 282500
n 1993 290618 136842 613200 93,00 2630 8030 180655 19.80 0 1849100 419000  2939.00
34 1em 357883 149679  6208.00 93.70 320 8525 163490 19.90 3 1886500 42800  3057.00
35 1995 371065 151123 554000 103.00 360 8525 162585 20,00 0 1924200 433600 317700
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