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Abstract: This paper presents a new model to disambiguate the correct sense of
polysemy word based on the related context words for each different sense of the
polysemy word. The related context words for each sense are referred to as clue words
for the sense. The WordNet organises nouns, verbs, adjectives and adverbs together into
sets of synonyms called synsets each expressing a different concept. In contrast to the
structure of WordNet, we developed a model that organizes the different senses of
polysemy words based on the clue words. These clue words for each sense of a
polysemy word are used to disambiguate the correct meaning of the polysemy word in
the given context using any WSD algorithm. The clue word for a sense of a polysemy
word may be a noun, verb, adjective or adverb.
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1. Introduction

Words that express two or more different meanings when used in different contexts are referred
to as polysemy or multi-sense words. Every natural language contains such polysemy words in
its vocabulary. Such polysemy words create a big problem during the translation of one natural
language to another. To translate the correct meaning of the polysemy word, the machine must
first know the context in which the polysemy word has been used. Only after this, the machine
can find out the correct meaning of the word in the particular context and can translate the
meaning of that word into the correct word in another language. The process of finding the
correct meaning of the polysemy word using machine by analyzing the context in which the
polysemy word has been used is referred as Word Sense Disambiguation (WSD).

Although different methods have been tested to find the correct sense of the polysemy word at
the given context in which the word is used, accuracy at satisfactory level has not been obtained
yet. Among the different methods used for WSD, this research focused its study on the
knowledge-based approach. The knowledge-based approaches use the resources such as
dictionaries thesauri, ontology, collocation etc to disambiguate a word in a given context [6].

These days, the WordNet is becoming popular as a resource to be used in knowledge-based
approach to disambiguate the meanings of polysemy words. WordNet is a lexical database
developed at Princeton University [3] for English language. The WordNet organizes nouns,
verbs, adjectives and adverbs into the groups of synonyms and describes the relationships
between these synonym groups forming a semantic network among the words. After the
development of English WordNet, many other WordNet on other languages Spanish WordNet,
Italian WordNet, Hindi WordNet etc were built. These WordNet are used as one important
resource to disambiguate the different meanings of a polysemy words in different languages.
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To disambiguate the meaning of a polysemy word using the WordNet, the related words from
synset, gloss and different levels of hypernym are collected from the WordNet database and
these related words are compared to find the overlaps using different WSD algorithm. However,
the collection of related words from synset, gloss and different level of hypernym that are taken
from the WordNet contains only very few words that can be used to disambiguate the correct
sense of a polysemy word in the given context (Dhungana U.R., 2008). This increases only the
computational overhead for the WSD algorithm and for the system. Moreover, according to
(Dhungana U.R., 2008), as we go increasing the levels of hypernym to collect the related words,
the sense of the words becomes more general and the two different sense of a polysemy word are
found to have the same hypernym. This therefore creates another ambiguity in ambiguity. To
overcome this problem, we have developed a new model to organize both the single sense and
multi-sense words.

2. Related Tasks

In [7], they have adapted original Lesk algorithm which was based on dictionary to use the
lexical database WordNet. They have used Senseval-2 word sense disambiguation exercise to
evaluate their system and found an overall accuracy of 32%. They have used a different counting
method for the words overlapping in their adapted algorithm. To compare two glosses, they have
used the longest sequence of one or more consecutive words that occurs in both glosses and for
each overlap, a square of the number of words in the overlap is calculated and taken the sum of
all overlaps.

In [5], authors had claimed that their work on automatic WSD using Hindi WordNet developed
at IIT Bombay was the first attempt for Hindi language. They used statistical method for
determining the senses and their system can disambiguate the nouns only. They have compared
the context of the word in a sentence with the contexts constructed from the WordNet and
choose the winner and evaluated their system on the Hindi corpora provided by the Central
Institute of Indian Languages (CIIL). The accuracy of their algorithm was found in the range
from 40% to 70%. They have used simple overlap method to determine the winner sense that is
the sense with highest overlaps in count is the sense determined by the system in the given
context.

In [9], authors have used overlap selection approach-the Lesk algorithm to disambiguate the
Nepali ambiguous words. They had modified the Lesk algorithm as: only the words in the
sentence as context words are compared with the glosses, examples and hypernym of the target
word whose meaning is to be disambiguated. They did not use the glosses, example and
hypernym of the context words to find the overlaps.

After the work of [9], Shrestha and Dhungana in [1], used the adapted Lesk algorithm with little
modification using the sample Nepali WordNet developed by themselves. The experiments
performed on 348 words (including the different senses of 59 polysemy words and context
words) with the test data containing 201 Nepali sentences shows the accuracy level is 88.05%,
which is found to be increased by 16.41%, in compared to the accuracy level of the earlier
research [9].
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3. Statement of Research Problem

3.1 WSD and WordNet

From analyzing many research works on WSD using WordNet such as [4], [7], [5], [9] and [1],
it was noticed that the WordNet is not exactly suitable to use with knowledge-based, overlap
selection WSD approaches. The reason is that the WordNet is built for general purpose in NLP
tasks but not focused in WSD. In all WSD methods that used WordNet, the WordNet is used to
take a large number of words to disambiguate the meaning of multi-sense word. However, only
very few words taken from the WordNet are used to disambiguate the different senses of a multi-
sense word. In this sense, all the efforts such as processing time for CPU and memory to store
large number of unused words are wasted. Furthermore, it is noticed that the words taken from
the WordNet to disambiguate the multiple meaning of the multi-sense word itself creates the
ambiguity resulting in decrease in accuracy.

Another important point noticed from [1] is that when deeper levels of the hypernymy from the
WordNet are used, the correctly disambiguated polysemy words are also incorrectly
disambiguated.

Now let us take an example which explains the problems that can be found in WordNet to use in
WSD methods. For this purpose, Hindi WordNet, which is same as the English WordNet in
structure with some modification to adapt the need of Hindi language, is taken.

3.1.1 Example: WSD and Hindi WordNet

Let us consider a polysemy word dTeT (read as Taal) in Hindi language. In Hindi WordNet, the

word has eleven different meanings. The six meanings of the word dTel with the different levels

of hypernymy of each meaning are shown in figure 1. First look at the figure 1 (a) and (b). Here
we can see that the only the meaning of two different words are different. The hypernymy of the
two senses are the same except the meaning 2 have one more hypernymy. In such case, there is
no meaning of the use of the hypernymy of the two different senses of the polysemy word to
disambiguate their meanings. Inclusion of these hypernymy is just waste of computational effort
and waste of memory.

dd IMS-ATe -, ol 3fe & 39% g7 3R fFar &1 aR&Amr S+

m. TG P Th YA I dleh P e H Al THS W § Tg [T/

Meaning 1 e

Typemymy AT Hil, ATGHA, AFIHA-, Aela AT oo, ATaa AT - Fd a&-
FAIS A AR Y &5 T¢I IRT TG FITeIBlollof HeAd PicT ¢

a&d, Oief, @it "gaT U AT 9% ' dEdideh AT Hicdd Heol -

Hf&dca, AtsEan, agie, asie, THid, faegATsTar, Fedr, &, 81, 31Ed,
FAIfAemeT HedT FT 919 - Ig U 3a1 § [ 3 goR #7a-
FIT S & A’fecca &7




Word Sense Disambiguation using Clue Words 195

Wa ag o g B B RRA @ -HeweT # eT A a1 ¥

Hypernymy
2 AT A7 fader @1 gl § 3R fawdt v g5 quT Sl S dhearpanT
H AR I TAT T AdPlele HT e ser g3
(a) Meaning 1 of Word dTel
el T - T & P B OF G B F AT S § A€ v
Meaning 2
Hypernymy 1 Wfﬁ', 'FI'IFIEE!:T%, ﬂ'l?ﬁ?fﬁ'-, AT @AfAT a¥dq, HAleldehd d¥d- -

(isakind of .....)

HoTd GaNT §eT$ AT IR BT g5 IFG "I FAITehlellel AT Hid §"

a&q, e, dieT - aredides AT Hfcad Heal "gal Teh 3T a&] o

HiEea, Aisean, a9ie, doia, FHId, TeIATAT, Fear, §Ed, 87, 317ed,
AAA/AGT - Tedm FT 9T "Fefihsl- gAR AT H Tg U 3T & &
AT $3aT & Hfeaea &

3T - aF TR e B BT RRT @ et F et A a7 sa ¥

(b) Meaning 2 of Word dTel

What we need is that the organization of the polysemy words must be in such a way that it must
only contains only such words in a efficiently organized way that these words are sufficient to
disambiguate the different senses of the polysemy word.

Table 3. 1: The different three senses of Hindi word dTeT with their hypernymy.

(isakind of .....)

m. AT, geehRofl, @R - 9Tl T 3T $3 "3l IR & FHROT 34
Meaning 3 dTels T el HW @7 gelens 7 et waAer f@er gv /&

ST, 31T, SN olehd], STellehT, FITaN e, &, Id, TN, T -
Hypernymy 1

I TUTT ST@T UTelY STHT gl g AT ST T§dT 8 "STrT H el

TYTeT, STITE, TI, G2, AR, heded, fAhaToT, IIMeT, 3TEUTT, TS, SolTeT,
gelTenl, Yiasar - fAfdea iR aRfaa Reufdarer ag smr fowd #1s -
SEH, TTehfcleh =T A1 H1 AT a1 g7 “ahrell fewggait & enfden
TAA §

S{TAT-, 78T, SilaNToIeh &1, oT8ITaT - gl T IS &ST oeT AT &
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&Y, SCThT, SelTehT, T, Jid, TTeet, ${[A, TAR, BIos - STHIA & Teh 1T
"ITAOT & A el o forstelr B FEEAr Sl g9 &

H1 a&q, Ao, N - TEATIF AT Hfeud Fedl "gar Ueh 3T &g 2"
HTEea, His[gen, avje, dole, HaYfd, TaeIHATAT, HedT, §E, ¥4, 3,
ARAA - Hedl T AT "FHefiell- AR AT H Ig 9 36T ¢
FIT 329X T 3T g"

H1g - g TorEH gl d1 fohar Afgd g1 "Helar d Fex gl 1 A9 g
YOT, 3720, HIT - 37 37907 AT 3/9Fal § & IS T, foaqd 9T T F5
aEq Sl 81 "SH IA & HI WS Uk @ AT A g § gHb Tl /
TROT H §H 3TYH T ATeeh GEariar”

T, T&EH, 32T, T, T8IeT - GATSE 3UAT HAG HT HIs 3HA "SHHT
HEF HT $o AT "

Hi&dca, Aisgan, avle, dsia, HHId, faeHTTdT, Fed, g, 81, 3Ed,
AR - Hedl T AT "Fefirsll- AR AT H Ig W 36T ¢
FIT §aR HT AHTdcd g"

H1g - gg ToEe glat T fohar AR &1 "Gkl & Hex gl &7 o7 g
(c) Meaning 3 of Word dTel

H2

4. Problem Statement

Although WordNet is very useful lexical resource that can be used to disambiguate the different
meanings of a polysemy word, it has still some limitations discussed on previous section.
Therefore, to improve the accuracy of the knowledge-based overlap selection WSD methods
dramatically, we have extremely need of a new logical model that could organize the words in
such a way that it could disambiguate the meanings of a polysemy word correctly and efficiently
resulting in higher accuracy than that can be obtained from the use of WordNet.

5. Solution

Unlike in WordNet, we organized the different senses of polysemy word and grouped them
based on to which verb, noun, adverb, adjective, article, preposition etc each sense of a
polysemy word generally used with, the resulting model (a new WordNet like structure but
focused on WSD) contains all the necessary words/information that can sufficiently
disambiguate each meaning of a polysemy word. The new model does not contain any
unnecessary words/information which could itself again create ambiguity like WordNet.
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For instance, a sample organization of different meanings of a polysemy word ST in Nepali

language can be as shown in figure 2. The polysemy word shsT has five different meanings [8]
as shown in figure 3.

Table 3. 2: A sample organization of different meanings of a polysemy word 3T

Polysemy Used with verb Used with noun Uged \.N'th
Word adjectives

s ¢ GEUEGRRISG| =ATST, T, T, AR, =18, 94, A, qgell, dl,

Experiment Settings

To check our new model, we set up the two experiments. In first experiment, we used the system
developed by [2] using the normal sample Nepali WordNet. In second experiment, we only
replaced the normal sample Nepali WordNet by our new model WordNet organized with clue
words keeping all the settings constant.

6. Result and Discussion

After running the experiments, we found that the system with normal sample Nepali WordNet
correctly disambiguated the polysemy words for 177 out of 201 test sentences. This shows the
accuracy of the system with normal sample Nepali WordNet to be 88.059%. In the second
experiment, the same system with our new model WordNet correctly disambiguated the
polysemy words for 184 out of 201 test sentences. At this time, the accuracy of the system is
found to be 91.543%. Using our new model WordNet that is specific to WSD is found to be
increased by 3.484%.

Tablel: Experiments Results

No of polysemy words No of polysemy words Accuracy in

Experiment No. that are correctly that are not correctly ercem;’ e
Disambiguated Disambiguated P g
1 177 24 88.059
2 184 17 91.543

7. Conclusions

The WordNet organizes the words in the lexical database based on their meanings of the words
instead of their forms as in dictionaries. It groups the nouns, verbs, adjectives and adverbs
together into synonym sets, each expressing a distinct concept [10]. The words in a synonym set
can be interchangeably used in many contexts. The main relationship among the words in
WordNet is the synonym.
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From analyzing many research works on WSD using WordNet such as [4], [7], [5], [9] and [1],
we have noticed that the WordNet is not exactly suitable to use with knowledge-based, overlap
selection WSD approaches. The reason is that the WordNet is built for general purpose in NLP
tasks but not focused in WSD. In all WSD methods that used WordNet, the WordNet is used to
take a large number of words to disambiguate the meaning of multi-sense word. But it is noticed
that only very few words taken from the WordNet are used to disambiguate the different senses
of a multi-sense word. In this sense, all the efforts such as processing time for CPU and memory
to store large number of unused words are wasted. To defeat with these problems of WordNet,
we developed a new model to mainly to organize the different senses of polysemy words using
the clue word rather than using the hypernym relations or any other relation from the WordNet
to disambiguate the sense of polysemy words. The experiments show that the accuracy of the
system using our new model WordNet is found to be 91.543%.
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