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Abstract
Automated Text Summarization is becoming important due to the vast amount of data being generated. Manual processing of
documents is tedious, mostly due to the absence of standards. Therefore, there is a need for a mechanism to reduce text size,
structure it, and make it readable for users. Natural Language Processing (NLP) is critical for analyzing large amounts of
unstructured, text-heavy data. This project aims to address concerns with extractive and abstractive text summarization by
introducing a new neural network model that deals with repetitive and incoherent phrases in longer documents. The model
incorporates a novel Seq2Seq architecture that enhances the standard attentional model with an intra-attention mechanism.
Additionally, a new training method that combines supervised word prediction and reinforcement learning is employed. The
model utilizes a hybrid pointer-generator network, which distinguishes it from the standard encoder-decoder model. This
approach produces higher quality summaries than existing models.

Keywords: TF-IDF, Deep learning, Term frequency, Inverse  Document Frequency, Automated Text Summarization, Seq2Seq, 
Pointer-generator, novel intra-attention mechanism 
 
1. INTRODUCTION 
 

Text summarization is the process of creating a concise and accurate summary of a longer text 
document. [1] This project aims to develop an application that can identify the most important 
information from Nepali and English news articles and present it in a human-readable format. To 
achieve this, we utilize various techniques such as TF-IDF vectorization, Word Embedding, Encoder 
Decoder model, attention mechanism, and both extractive and abstractive summarization. Extractive 
summarization is preferred for maintaining factual accuracy and grammatical correctness, while 
abstractive summarization is better for producing more concise and coherent summaries. [6] By 
combining these techniques, our model can produce informative and readable summaries. We introduce 
a key attention mechanism and a new learning objective to address the repeating phrase problem: 

i. We use an intra-temporal attention in the encoder that records previous attention weights for 
each of the input tokens while a sequential intra-attention model in the decoder takes into 
account which words have already been generated by the decoder. 

ii. We propose a new objective function by combining the maximum-likelihood cross-entropy loss 
used in prior work with rewards from policy gradient reinforcement learning to reduce exposure 
bias. 

 

In paper [5] the emphasis of the recent neural system’s way to deal with an outline area is characterised 
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It also includes a pointer mechanism to handle Out of Vocabulary (OOV) words, as described in a paper 
Get To The Point: Summarization with Pointer-Generator Networks. The overall goal of the model is 
to generate high-quality and readable summaries from input texts, even if the input texts are longer and 
more complex than what previous models could handle. 
 
2. LITERATURE REVIEW 
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as either sentence- extractive, choosing a lot of sentences as the summary, or  abstractive, creating the 
summary from a seq2seq model. In this work, they present a neural  model for a single-record summary 
dependent on joint extraction and pressure. Following  later fruitful extractive models, they outline the 
summarization issues as a progression of  local choices. This model picks sentences from the report and 
after that chooses which of a  set of compression options to apply to each chosen sentence. They 
compute this arrangement  of discrete compression rules dependent on the syntactic constituency parser; 
however, the  proposed methodology is measured and utilised for any accessible source of  
compressions. The limited scope of clustering does not capture the full content and context of the 
document.  
Krishnaveni et.al (2017) [7] proposed a heading-based text summarization method that ranks each 
sentence based on its relevance to the heading and retrieves the top sentences according to the 
compression ratio. The model uses unsupervised methods based on semantic similarity measures to 
score sentences and a set of rules and heuristics to select and order sentences. However, this method 
cannot capture conflicting information or multiple perspectives present in the text.  
Neural encoder-decoder models are widely used in NLP applications such as machine translation , 
summarization[16], and question answering [17]. These models use recurrent neural networks (RNN), 
such as long-short term memory network (LSTM) to encode an input sentence into a fixed vector, and 
create a new output sequence from that vector using another RNN. To apply this sequence-to-sequence 
approach to natural language, word embeddings[18]  are used to convert language tokens to vectors that 
can be used as inputs for these networks. Attention mechanisms (Bahdanau et al., 2014) make these 
models more performant and scalable, allowing them to look back at parts of the encoded input sequence 
while the output is generated. These models often use a fixed input and output vocabulary, which 
prevents them from learning representations for new words. One way to fix this is to allow the decoder 
network to point back to some specific words or sub-sequences of the input and copy them onto the 
output sequence [20].  
In paper [19] this pointer mechanism is combined with the original word generation layer in the decoder 
to allow the model to use either method at each decoding step. The pointer network [20] is a sequence-
to- sequence model that uses the soft attention distribution of Bahdanau et al. (2015) to produce an 
output sequence consisting of elements from the input sequence. The pointer network has been used to 
create hybrid approaches for NMT [21], language modelling [19], and summarization. Our approach is 
close to the Forced-Attention Sentence Compression model and the CopyNet model [22] with some 
small differences.  
 

3. METHODOLOGY 

Here are the steps to generate a summary of a document using an encoder-decoder model along with 
word embedding and TF-IDF: 

1. Data collection: Scrape the news article from the various news websites then parse it to extract 
the title, text, link, and published date. 

2. Preprocess the document: Tokenize the document into a list of individual words and remove 
any stop words and perform lemmatization. 

3. Load the word embedding: Use a word embedding model i.e word2vec to create the word 
embedding for each word in the document to obtain the sentence vectors.  

4. Calculate the TF-IDF and similarity scores: Perform TF-IDF vectorization to obtain the 
centroid vectors and calculate the similarity scores for the centroid vectors and sentence vectors. 

encoder to produce context vector/ latent representation. 
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5. Extractive Summarization: Generate extractive summary using the highest similarity score. 
6. Encode the document: The sentences with highest similarity scores are used as input to the 
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7. Decode the latent representation: Use the decoder to take the latent representation as input 
and generate the summary of the document. The decoder network is initialized with the context 
vector from the encoder network and generates the summary one word at a time. At each time 
step, the decoder generates a probability distribution over the vocabulary of words and decides 
whether to output a new word from the vocabulary or copy a word from the input sentence 
using the attention mechanism and pointer generator. 

8. Evaluate the summary: Use evaluation metrics- ROUGE to measure the quality of the 
generated summary and adjust the model's parameters accordingly. 

9. Generate summaries for new documents: Once the model is trained and evaluated generate 
summaries of new documents by following the steps 1 to 8. 

 

Figure 1: Workflow of News Summarization 

                           

Figure 2 : System Architecture of Short Updates 
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The main goal is to generate a summary of a given input text by extracting the most important 
information from the text and condensing it into a shorter form. The summarizer takes x as input and 
outputs a shortened sentence y.  
 
3.1 Data Collection  
 

3.1.1 News Scraping  
 

News scraping is a subset of web scraping that mainly targets public news websites. It automatically 
extracts news updates and releases from news articles and websites. We achieve this by scraping news 
articles from a list of websites specified in a dictionary along with the RSS feed provided, and then use 
the feed parser library to parse the feed and extract the articles. 
For each article, we download the article and parse it to extract the title, text, link, and published date. 
These details are then stored in a dictionary and added to a list of articles for the specific news website. 
We only take a number of articles scraped from each website to prevent overloading the server. We also 
handled exceptions for articles that fail to download or do not have a published date.  
 
3.2 Data Cleaning  
 

3.2.1 Tokenization  
 

Tokenization is essentially done by splitting a phrase, sentence, paragraph, or an entire text  document 
into smaller units, such as individual words or terms. The tokens could be words, numbers or 
punctuation marks. It takes in a text as input and splits it into individual sentences based on the ‘।’ (a 
Devanagari script character) separator. It then removes punctuation from each sentence and returns a 
list of preprocessed sentences for Nepali text and a ‘.’ separator instead for English text. Smaller units 
are created by locating word boundaries. These are the ending points of a word and the beginning of 
the next word. These tokens are considered as a first step for stemming and lemmatization.  
 
3.2.2 Stopwords  
 

Stopwords are the words in any language which do not add much meaning to a sentence.  They can 
safely be ignored without sacrificing the meaning of the sentence. We have removed the stopwords 
from the nltk library. For some search engines, these are some of the most common, short function 
words, such as the, is, at, which,  and on.  
 

3.2.3 Lemmatization  
 

Lemmatization is a method responsible for grouping different inflected forms of words into  the root 
form, having the same meaning. It is similar to stimming, in turn, it gives the  stripped word that has 
some dictionary meaning. Morphological analysis would require the  extraction of the correct lemma 
of each word.   
 
3.3 Data Pre-processing  
 

3.3.1 TF-IDF  
From the preprocessed list of words, the TF-IDF value of each word can then be  calculated. The 
equation of TF-IDF can be seen below.  
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TF-IDF=TF*IDF 

The value of TF-IDF ranges from zero to one with ten-digit precision.  The TF-IDF score of a word is 
a measure of its importance in the text. After discovering the features from the whole article by using 
the statistical approach of frequency-inverse document frequency, we took the sums of the TF-IDF 
vectors for all words in the sentence to get the centroid vector. The centroid vector was used to get the 
extractive  summary of a news article. It is a vector representation of the text in the news article. It is 
calculated by averaging the vectors of words in the text that have a high tf-idf score.  
 
3.3.2 Word Embeddings and Word2vec Model 
 

Word embeddings are numeric vectors used to represent words in natural language processing (NLP). 
They allow similar words to have similar representations, and can be trained using techniques like 
word2vec and GloVe. A pre-trained Word2Vec model with 300-dimensional vectors for over 0.5 
million Nepali words and phrases was implemented using the continuous bag-of-words (CBOW) 
architecture, which predicts the current word based on its surrounding context words. To train the 
CBOW model, a large dataset of preprocessed texts and corresponding target words was used, and a 
supervised learning algorithm such as maximum likelihood estimation (MLE) or minimum risk training 
(MRT) was employed. The trained model can generate embeddings for new words by predicting the 
target word based on input context words. 
 
3.3.3 Vocabulary mapping  
 

To preprocess data for an abstractive text summarization model, a vocabulary dictionary is built from 
the training data. This is done by reading in the data, cleaning and tokenizing the text, counting word 
frequency with a Counter object, and storing the most common words in a dictionary. The resulting 
vocabulary is then saved to a file using Python's pickle module. 
 
3.3.4 Cosine Similarity:  
 

Cosine similarity is one of the metrics to measure the text-similarity between two documents  
irrespective of their size in Natural language Processing.  
The mathematical equation of Cosine similarity between two non-zero vectors is:  

 

Cosine similarity is a mathematical metric that measures the cosine of the angle between two n-
dimensional vectors projected in a multi-dimensional space. In text analysis, it is used to calculate the 
similarity between a centroid vector and the vectors generated from the TF IDF output. The centroid 
vector is updated to be the average of all vectors that have a similarity above a certain threshold with 
the initial centroid vector, until convergence. This centroid vector represents the "centre" of the set of 
vectors and can identify the most important words in the input text. 
 
3.4 Encoder-Decoder Architecture   
 

3.4.1 LSTM 
 

Long Short-Term Memory (LSTM) is a type of recurrent neural network that is capable of learning 
long-term dependencies in data. The LSTM architecture enhances the basic RNN by adding a “cell 
state” that enables context to be manipulated not just from step to step, but across the entire sequence 
of steps. The basic structure of an LSTM unit consists of a cell, an input gate, an output gate, and a 
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forget gate. The cell remembers values over a long period of time, the input gate controls what 
information is added to the cell, the output gate controls what information is output from the cell, and 
the forget gate controls what information is removed from the cell. 
The LSTM unit processes the input data and updates the cell state, hidden state, and output at each time 
step. The hidden state and cell state can be used as input to the LSTM unit at the next time step to 
process the next input data. This allows the LSTM unit to learn long-term dependencies in the data.[14] 
 
3.4.2 Maximum Likelihood Estimation (MLE) 
 

A machine learning model was trained to generate an output sequence for a given input sequence by 
minimizing the negative log-likelihood loss, or cross-entropy loss. The model was trained on input-
output pairs where the output is the correct output for that input. The goal was to accurately generate 
the ground truth output for a given input. However, the model suffered from exposure bias, generating 
low-quality output for new inputs. To address this problem, Self-Critic Policy Gradient (SCPG) training 
was implemented, which combines MLE training with reinforcement learning to improve the model's 
performance on new inputs. 
 
3.4.3 Self-Critic Policy Gradient (SCPG) Training 
 

After completing MLE training, the model generates its own output sequence, which is compared to the 
ground truth output. This process is called self-critiquing. The reward for the sequence is calculated 
using a scoring metric called ROUGE, and the model's parameters are updated using policy gradient 
reinforcement learning based on this reward. This SCPG training approach helps the model to learn 
from its own mistakes and generate high-quality output sequences, which improves its performance on 
new inputs. SCPG has been shown to improve the quality of generated summaries and translations, 
reduce repetition, and improve coherence compared to models trained only with MLE. 
 
3.4.4 Encoder-Decoder Model /Sequence-to-Sequence Attentional Model with Pointer Generation 
Mechanism 
 

The Encoder-Decoder architecture is based on the sequence-to-sequence model, which is trained on a 
large dataset of input texts and corresponding summaries. During training, the model adjusts its internal 
parameters to minimize the difference between the generated summary and the reference summary 
using MLE and Self-critic policy gradient training. The model is then used to generate summaries of 
new input texts by feeding the text through the encoder and using the decoder to generate the summary. 
The RNN consists of a set of hidden states that are updated at each time step based on a non-linear 
activation function. The encoder consists of a bidirectional LSTM, while the decoder consists of a 
unidirectional LSTM with an attention mechanism over the source-hidden states and a softmax layer 
over the target vocabulary to generate words. The model introduces a novel intra-attention mechanism 
that attends separately over the input and generated output, and a new training method that combines 
supervised word prediction and reinforcement learning (RL). The model is trained on input-summary 
pairs to minimize the difference between generated and reference summaries. The intra-temporal and 
intra-decoder attention mechanisms allow the model to focus on important parts of the input and output 
sequences, generating more accurate and coherent output sequences. 
 
3.4.5 Neural Intra-Attention Model 
 

We present our intra-attention model based on the encoder-decoder network . In all our equations, x = 
{x1, x2, . . . , xn} represents the sequence of input (article) tokens, y = {y1, y2, . . . , yn0} the sequence 
of output (summary) tokens, and k denotes the vector concatenation operator. 
 Our model reads the input sequence with a bi-directional LSTM encoder { } 
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computing hidden states from the embedding vectors of  . We use a single 
LSTM decoder , computing hidden states  from the embedding vectors of . Both input and 
output embeddings are taken from the same matrix . We initialize the decoder hidden state with  

. 
 
3.4.5.1 Intra-Temporal Attention on Input Sequence 
 

In the encoder, the intra-temporal attention mechanism records the attention weights for each input 
token at each time step t. This means that when the decoder generates the next token, it can use the 
previous attention weights to focus on different parts of the input sequence. This is done by combining 
the previous attention weights with the current decoder hidden state and previously generated word to 
calculate the attention distribution over the input sequence. [1] have shown that such an intra-temporal 
attention can reduce the amount of repetitions when attending over long documents. 
We define  as the attention score of the hidden input state  at decoding time step t: 

 
where f can be any function returning a scalar  from the  and   vectors. 
We normalize the attention weights with the following temporal attention function, penalizing input 
tokens that have obtained high attention scores in past decoding steps. We define new temporal scores 

. And finally, we compute the normalized attention scores  across the inputs and use these weights 
to obtain the input context vector  : 
 

                         

 
 
3.4.5.2 Intra-Decoder Attention 
 

While this intra-temporal attention function ensures that different parts of the encoded input sequence 
are used, our decoder can still generate repeated phrases based on its own hidden states, especially when 
generating long sequences. To prevent that, we can incorporate more information about the previously 
decoded sequence into the decoder. Looking back at previous decoding steps will allow our model to 
make more structured predictions and avoid repeating the same information, even if that information 
was generated many steps away.  
To achieve this, we introduce an intra-decoder attention mechanism. This mechanism is not present in 
existing encoder-decoder models for abstractive summarization. 
For each decoding step t, our model computes a new decoder context vector  .  

                                      

 
3.4.6 Pointer Mechanism for handling Out Of Vocabulary (OOV) words 
 

The pointer-generator network is a hybrid model that combines the benefits of the baseline sequence-
to-sequence model and a pointer network. It enables the model to copy words via pointing and generate 
words from a fixed vocabulary. When the model encounters an out-of-vocabulary (OOV) word, it uses 
attention to locate the corresponding position in the input sequence and then uses a pointer to "copy" 
the information from that position into the output sequence. The model calculates a generation 
probability at each time step, based on the context vector, decoder state, and decoder input, to choose 
between generating a word from the vocabulary or copying a word from the input sequence. The model 
then calculates the probability distribution over the extended vocabulary, taking into account the 
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generation probability and the attention distribution. Overall, the pointer-generator model allows the 
model to produce OOV words, which can significantly improve model performance. 
 
3.5 User Interface 

 

Flutter is an open-source framework for building mobile applications that work on both Android and 
iOS platforms. It uses reusable widgets to create UI elements, including buttons, text fields, images, 
and animations. To implement a news update UI in a Flutter app, a JSON file with news title, ID, 
summary, URL link, and publisher was created and added using a custom model API. State 
management, plugins, REST APIs, and Firebase services were used to fetch and decode data. The home 
screen displays abstractive and extractive summaries of news, along with a "Read More" section to 
redirect users to the news website. A drawer was also implemented for additional navigation options, 
while Firebase was used for sign-in and login services. 
 
4. RESULT AND ANALYSIS 

 

To train our summarization network, we collected 285,843 dataset of news articles through web 
scraping. We used statistical methods for feature extraction, including term frequency-inverse 
document frequency and word embedding. For extractive summarization, we retrieved real-time news 
articles using RSS feeds and calculated similarity scores between the centroid vector and sentence 
vector to select the most similar sentences for the summary. The number of sentences included in the 
summary was determined by the desired length passed to the function. For abstractive summarization, 
we trained an encoder-decoder model with bidirectional LSTM and intra-temporal attention 
mechanisms using transfer learning on a large dataset of both English and Nepali news articles. We 
used the extractive summary with the highest similarity score as input text for the model, which 
generated a coherent summary displayed through our summarization application with real-time updates. 
 
4.1 Result 
 

The baseline Seq2Seq models previously implemented in [7] and [14]  have the Rouge scores  as given 
below for English text summarization tasks. 
 

Table 1:Rouge Metrics Comparision 

Model ROUGE-1 ROUGE-2 ROUGE-L 
Lead-3 (Nallapati et al., 2017) 39.2 15.7 35.5 
Abstractive model (Nallapati et al.,2016) 35.46 13.30 32.65 

 

We report the full-length F-1 score of the ROUGE-1, ROUGE-2 and ROUGE-L metrics. For RL and 
MLE+RL training, we use the ROUGE-L score as a reinforcement reward.  
 

Table 2: Rouge Metric for Nepali 

ROUGE-Metric r p f 
ROUGE-1 0.33 0.41 0.35 
ROUGE-2 0.17 0.21 0.18 
ROUGE-L 0.31 0.40 0.34 

The ROUGE-1, ROUGE-2 and ROUGE-L scores for the Summary generation task for Nepali news are 
0.35, 0.18 and 0.34 respectively far from 40+ ROUGE-1 and ROUGE-L for the same in the English. 
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4.2 Analysis 
 

We initially trained an Encoder-Decoder model on a Nepali dataset, but the summaries produced had 
issues with repetition and lack of context. To improve the quality of the summaries, we implemented a 
hybrid pointer generator network with intra-temporal attention, which showed significant improvement 
in the coherence of the summaries, better handling of out-of-vocabulary words, and fewer factual errors. 
We reported limited-length ROUGE recall scores and found that our mixed-objective model 
outperformed both the extractive and baseline models. 
 

 

Figure 3: Baseline Encoder-Decoder Model Output 

 

Figure 4 : Nepali Output of Seq-to-Seq Attentional Model with Pointer Generation Mechanism  

  

Figure 5 : English Output of Seq-to-Seq Attentional Model with Pointer Generation Mechanism  
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Figure 6: User Interface 

5.  CONCLUSION 
 

To conclude, the project developed a new automated text summarization model using a hybrid pointer-
generator network and an intra-temporal attention mechanism. The model was trained on Nepali and 
English news articles and evaluated using ROUGE metrics. Results show that the new model 
outperforms previous abstractive models in generating summaries that are accurate and coherent, 
although the challenge of achieving higher levels of abstraction remains an open research question. 
Overall, the project highlights the potential of automated text summarization in processing large 
amounts of unstructured data and making it more accessible and digestible for users. 
 

6.  SUGGESTIONS AND RECOMMENDATIONS  
 

The suggestions for improving the news summarization app include: 
1. Offer summaries in multiple languages from diverse sources. 
2. Introduce a personalized subscription plan with a recommendation system to suggest relevant 

news articles to users. 
3. Enhance the app to provide topic-specific summaries, allowing users to quickly browse news 

in their areas of interest. 
4. Use machine learning for image and video analysis, enabling the app to extract and 

summarize relevant information from visual media. 
5. Implement text-to-speech functionality to provide automatic reading of summaries, improving 

accessibility and user experience. 
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