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Introduction
The year 2023 has been the year of the revelation of the abilities and power of Artificial Intelligence (AI) text-generating technology.  The 
past year has seen a flurry of media coverage about AI generated text.  This has been made possible by the recent dramatic advancements 
in Large Language Models (LLMs), with ChatGPT (Generative Pre-Trained Transformer) being the most well-known one, and others 
such as Bard and Galactica [1-2], LLMs contain deep neural networks with extremely large parameter sets that are trained on vast data-
sets in a very resource-intensive process. LLMs can recognize, summarize, translate, predict, and generate texts and other content.  In the 
media, ChatGPT especially has been highlighted as a treat to some traditional forms of written assessments  used in higher education.  
With several newspaper stories of students using ChatGPT to ‘write’ their essays [3-5]. 

Our experiment
In order to test the ability of AI to produce work in the area of our academic expertise, we devised a test for ChatGPT to assess the 
quality of its work. We wanted to assess ChatGPT's capability to produce content within a particular academic domain. Specifically, the 
experiment aimed to determine how effectively ChatGPT could simulate the type and caliber of work expected from an undergraduate 
student or manuscripts submitted to academic journals. Therefore, we did an experiment using the following three sets of key words on 
ChatGPT: labour migrant and health issues and Nepal. The text in Box 1 was automatically generated using those instructions.

BOX 1: AI instructions: labour migrant AND health issues AND Nepal
Nepal is a country that has seen a significant number of its citizens migrating to foreign countries for employment opportunities. These 
labor migrants often face various health issues that can have long-term consequences for their well-being.

One of the major health concerns faced by labor migrants from Nepal is the risk of infectious diseases. Many migrants work in envi-
ronments with poor sanitation and hygiene, making them more susceptible to diseases such as tuberculosis, hepatitis, and HIV/AIDS. 
Furthermore, many labor migrants from Nepal work in industries such as construction, where they are exposed to hazardous materials 
and work conditions that can lead to occupational illnesses.
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Abstract
The past year saw an exponential growth in the use of machine learning using AI (artificial intelligence) 
and particularly Generative AI (GenAI) such as ChatGPT. The latter has seen a spectacular rise in the 
public debate and in the mass media. Those not involved in the development of AI were amazed by the 
capabilities of ChatGPT to produce text equal to the average human produced texts. There is no doubt 
that the adoption of AI is advancing rapidly.

To test the ability of ChatGPT in its free version, we posed simple questions about the topic we had 
previously published. After reading the short essay produced by ChatGPT we repeated the question 
whilst asking for references to be included. We were surprised by the quality of this very general piece 
of work.

In many UK universities there is a debate starting about students’ use of ChatGPT, and how difficult 
it is to distinguish between work produced by the average student and that produced by AI. There is 
a similar problem for editors and reviewers of academic journals. It really boils down to the question: 
'How can you be certain the submitted manuscript came from a human source?’ However, we feel the 
progress of AI is not all doom and gloom. We outline some of the key problems around AI and academic 
publishing, but also opportunities arising from the use of AI in this area.
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Tweetable Abstract: Labor-saving tech for writing Background or Introduction is logical but ensuring authors get credit is crucial as AI's co-author status is uncertain.
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Mental health is also a significant issue for labor migrants from Nepal. These individuals often leave their families and support sys-
tems behind and are subjected to long hours of work, isolation, and discrimination. This can lead to feelings of loneliness, depression, 
and anxiety, which can have long-term effects on their mental health.

Finally, labor migrants from Nepal also face significant challenges when accessing healthcare in their host countries. They may not 
be familiar with the healthcare system, face language barriers, or lack access to healthcare services due to their immigration status. This 
can result in delayed diagnosis and treatment of health issues, which can have serious consequences.

To address these health issues faced by labor migrants from Nepal, it is essential to provide them with adequate healthcare services, 
including preventative measures such as vaccinations and education on basic hygiene and sanitation practices. Furthermore, it is nec-
essary to develop policies that protect the rights of these workers and ensure that they have access to adequate working conditions, 
including proper health and safety standards. Finally, it is crucial to support the mental health needs of labor migrants through coun-
seling services and support networks.

Upon reviewing the contents of Box 1, our primary concern is that the text appears to be fairly appropriate. In other words, it is what we 
might expect from an undergraduate student who is below average in terms of writing proficiency. In our opinion, this essay reflects a 
reasonably well-informed opinion on the topic at hand. However, we were surprised by the lack of references in the text. Consequently, we 
repeated the request to ChatGPT, asking them to add references. This time, we used the same keywords: "labour migrant," "health issues," 
and "Nepal," along with the instruction to add in-text citations.

BOX 2   AI instructions: labour migrant AND health issues AND Nepal AND in-text citation
Labor migration is a significant issue in Nepal, with a large number of Nepali citizens migrating to foreign countries for employment 
opportunities (Dahal, 2017). These labor migrants often face various health issues that can have long-term consequences for their 
well-being. One of the major health concerns faced by labor migrants from Nepal is the risk of infectious diseases (Dahal, 2017). Many 
migrants work in environments with poor sanitation and hygiene, making them more susceptible to diseases such as tuberculosis, hep-
atitis, and HIV/AIDS. Furthermore, many labor migrants from Nepal work in industries such as construction, where they are exposed 
to hazardous materials and work conditions that can lead to occupational illnesses (Choudhury & Karmacharya, 2015). 

Mental health is also a significant issue for labor migrants from Nepal. These individuals often leave their families and support sys-
tems behind and are subjected to long hours of work, isolation, and discrimination (Sharma & Thapa, 2019). This can lead to feelings 
of loneliness, depression, and anxiety, which can have long-term effects on their mental health. 

Finally, labor migrants from Nepal also face significant challenges when accessing healthcare in their host countries. They may not 
be familiar with the healthcare system, face language barriers, or lack access to healthcare services due to their immigration status (Da-
hal, 2017). This can result in delayed diagnosis and treatment of health issues, which can have serious consequences. 

To address these health issues faced by labor migrants from Nepal, it is essential to provide them with adequate healthcare services, 
including preventative measures such as vaccinations and education on basic hygiene and sanitation practices. Furthermore, it is nec-
essary to develop policies that protect the rights of these workers and ensure that they have access to adequate working conditions, 
including proper health and safety standards (Choudhury & Karmacharya, 2015). Finally, it is crucial to support the mental health 
needs of labor migrants through counseling services and support networks (Sharma & Thapa, 2019). 
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We noted that the three references in Box 2 are slightly older than we would have liked.  In addition, the reference list does not include any 
of the 30-odd papers we have published on this very topic [6]. This might be partly explained by the fact that the LLM was only trained 
on data existing before 2021. Furthermore, although the references are appropriately listed in alphabetical order, we noticed that one of 
the three journal names is provided in a different style from the other, as it does not have opening capitals [7]. Of course, this is a very 
common mistake. This brought us to the question ‘How can we identify the use of AI in academic work?’

Spotting the use of AI: plagiarism detection 
Our little experiment in Boxes 1 and 2 made us realize that spotting the use of AI used to produce academic texts is going to be very dif-
ficult. Current plagiarism detection relies on matching the similarity of students'/researchers' work to existing texts.  This works well on 
human-written text which has been copied.  Such plagiarism-detection software can it quickly and automatically mark plagiarism, whilst 
providing evidence that such text has been plagiarised, i.e. the sources copied. This system works in the case of online LLMs where a pla-
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giarism checking tool can be provided a backdoor into the logs of all conversations kept on various websites such as ChatGPT. However, 
while it takes a wealth of resources to train these models, they can quite readily be installed on a home computer and yield no evidence 
to any servers a plagiarism detector might have access to.

Although the media have reported recently on the use AI plagiarism detection software [8-9], AI content detection is currently weak.  
This is partly because it can be used to further refine LLMs until they no longer produce AI-detectable content, but possibly more im-
portantly because of the so-called false positives. The latter means that the current AI detection software flags so much material written 
by humans (i.e. clearly non-AI generator content) as AI generated and does not provide evidence for their assertion. This is further com-
pounded by the fact that LLMs don’t tend to give the same answer twice to the same question and the 'creativeness' of the responses can 
be selected in many available LLMs (this is known as the temperature parameter), though selecting the temperature is not an available 
feature in ChatGPT at this time.

Again, we did an experiment, this time using the beginning part of the American Constitution, which we know has been written by 
hand. Here, we tested the original text of the USA Constitution (up to Section 2 of article 1 due to word limits of the free software) in 
writer.com, and zerogpt.com which gave responses of 64 % and 94.86 % AI written whilst copyleaks.com correctly identified it as “human 
text”. This can lead to the situation of honest students being unfairly penalized for having used LLMs to write their work when they are 
not, and dishonest students using LLMs to produce their work and when confronted, claiming they have not and that the burden to prove 
it should lay, quite rightly so, with the university/publisher.

Ultimately, however, as with every new disruptive technology LLMs are useful tools which can be the writer’s friend rather than enemy, 
we already use technologies that may seem like cheating to researchers of the previous century. For instance, we have used several tools 
that were not available to researchers even a few decades ago, including Google search and Microsoft Words’ predictive text (neither 
ChatGPT nor any other LLM has produced any of our text, except where examples are noted in Boxes 1 & 2).

Outside of the question of plagiarism, one of the main problems with LLMs are that they are language models, not databases of facts 
and often present wrong data very confidently, which leads people to believe they are authoritative sources This can be problematic as a 
study-aid, and creates wider problem of propagating mis- and disinformation which is then more widely presented and spread.

Therefore, they seem to produce better answers to non-quantitative questions such as seen above. An illustration of the latter would 
be when asked in 2023 to give the pKa (acidity) of oleic acid, ChatGPT gave the answers of 4.8, 9.85 and 10.5 which are all potentially 
correct, but each in a different setting [10-12], though the typical textbook definition of pKa would only accept a value around 4.8. To a 
non-chemist, a pKa of 10.5 may not immediately appear wrong (or require the justification that this would not be typically what is meant 
by pKa and would only occur under certain conditions) and they may use this text to post misinformation in other places around the 
internet.  Interestingly, and illustrating the rapid development of LLMs, in February 2024 ChatGPT, just months after the first draft of this 
Viewpoint, ChatGPT4 was answering this questions much better!

The problems for editors and reviewers
We fear it is also a threat to journal editors and reviewers, who will find it much more difficult to determine whether a submitted paper 
is based on original work done by the authors. Maintaining consistency, style, and expressions can be tricky when working with AI-gen-
erated text, specifically across multiple sections of a document. There might be a more basic issue for both editors and reviewers, namely 
the sheer volume of papers generated using AI models such as ChatGPT and which may lack originality and expression in writing.

If we agree that it is not desirable for academic papers to be written by AI, the next question we need to ask is whether it is acceptable 
for non-native English speakers to use AI to improve the readability of their academically sound but poorly written papers. Should we set 
a limit on the proportion of AI use that is acceptable? We do recognize that improving readability increases the likelihood of acceptance 
by the journal editor.

It is important to note that most journal editors and reviewers are volunteers who are generally unpaid, poorly trained and doing the 
reviewing and editorial work in their spare time [13]. For journal editors, it is difficult to find enough reviewers for each manuscript and 
chase them to ensure timely submission of their comments. For reviewers, it is already challenging to assess whether genuine researchers 
have conducted the research to the highest standards or have cut corners. It is an additional burden to consider whether the manuscript 
under review is mostly written by a machine.

A further challenge includes ‘lazy' reviewers running a submitted paper through an AI system for comments, insights, similarities with 
existing literature, etc.  This brings with it risks of AI systems being based on biased data, or at least dominant views, which may result in 
rejecting innovative papers and potentially blocking the publication of genuinely new insights and solutions. Moreover, AI systems may 
not be able to understand the subtleties of, for example, different social science theories or technical differences in drug delivery systems 
in the human body.  There is also the risk that reviewers may use AI to break the double-blind anonymous peer reviewing of their allo-
cated paper to find out who the authors are or to which research group/institution they belong.  All this may undermine the peer review 
process. 

We do also see some potential benefits, AI systems can help editors save time finding the most appropriate available peer reviewers, 
based on information available on their publications, web presence, social media postings, etc. We also think AI can be trained to assess 
the quality of submitted peer reviews, which would give editors greater or lesser confidence in certain reviews and may reduce the impact 
of potential biases or personal preferences of reviewers.

It's true that plagiarism detection software currently in use mainly focuses on identifying the quantity of overlap between submitted 
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text and existing literature. However, with the help of AI technology, it is possible to train systems to identify more nuanced forms of pla-
giarism or the absence of originality in a submission. This could greatly improve the accuracy and effectiveness of plagiarism detection.

Conclusion
The world is changing, university staff may have to move away from using essays as a key assessment tool. An LLM can be a valuable 
resource for students and researchers to fact-check and generate ideas. Journal editors can start requiring a statement from potential au-
thors to declare if they have used LLMs or even to highlight sections written by LLMs. Journal editors can consider requesting a statement 
from potential authors to disclose if they have used Language Model Models (LLMs) or highlight sections written by LLMs. In the long 
term, it is logical to embrace labor-saving technologies that assist aspiring authors in writing a Background or Introduction section for 
their paper. However, it is crucial to ensure that authors receive proper credit, and it remains uncertain whether AI can, should, or will 
be considered a co-author. 
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