~gne goonomic Joutnal of Nepal
wol. V, No. 4, Uct.-Dec, 1982 BIC-TY

lndustnai Droduction and its Determinants
~in India; 1951-76"

8ri Prakashx

Several alternative explanations of the behaviour pattern  of the Indian economy
_Have been offered. The major bones of contention amon g the economists have, however, been:
she determinants of national income and prices. Whercas. the neo-classists highlight the predo--
-ainant role of factors on supply side, the Keynesians and neo~Keynesians emphasise effective:

‘demand and its determinants.

- Stock of mor'ey is the ‘King—Pin in ihe neo-clastical theory which also maintains:
4Hat the national income and changes therem are governed mainly by the stock of capital and by
the supply of wage- goods which has a stab]e, multiplier type of relationship with the national:
income. In fact, autarchic models of economlc development underlying India’s five year plans;
{20,15) especially the second and the third plans rest basxcally on the assumptions that the deve~-
jopmental efforts will generate enough income o takée care of demand and that it is the scarcity’
~of investment goods, in general but heavy ‘basic manufactured goods in particular, that hinders.
:development (6,7,15). A variant of the same hypothesis states that the national income is mamly'
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dependent upon the supply of basic and heavy industrial goods. Recessionary trends is severak
sectors of the manufacturing industry that emerged in mid-sixties are therefore, sought to be 4
explaived in terms  of stagnation of investment in industry. especially the public investment in.
heavy industry. Another modified version of the neo-classical theory maintains that the supply

of wage goods in general, and food-grains in particular, is the real constraint in the Indiam
economy,

_ \ Keynesians and the neo-Keynesians, on the other hand,. assert that 1he level of pa- -
tlonal income and changes therein are determined by the level of investment and/or the govern- -
‘ment expenditure. Then the sl'ow growth‘ of ivnc'ome is accounted by the weakness of the process . -
of acceleration and the-industrial receésien is explained by the slackening of investment in gene--
wal and public investment in particular which has been the propellant of planned economic deve- -

' Y]opment in India. TInterestingly, pubhc investment figures in the arguements of both schools,.

though for different reasons. Deflated money balances have also been pushed in as a determinant

~ of income by the followers of Friedman and Pakistan.

Numerous macro— econometrlc models have been bullt upin the theoretical framework
discussed above. These models with the exceptlon of those developed by Agarwala (1) and Brah-"
mananda (3) follow by and large, the standard Keynes1an macroeconomic formulation, evén
though there are as many differences in speciﬁcatiOn,:’S"e'c'tor'isétion and ‘esfimation procedufes'
wsed and ether details as their authorships. . While some.of the models attempt to determing the -
mational income as a single magnitude, (3,4 and ), others finds it useful to divide it into its agri- 3
-<cultural and, non- agrlcultural components (1, 5) and.determine the two separate]y Other schemes
-of more detailed sectorxsatlon like mining manufactur mg/mdustry, raw materlals, semi- manu-
factures, food grains and other agricultural goods etc. have also been tried. The second type;pf
amore detailed studies are decidedly preferable to the first ones “which neglect the vital differences:
in the determinants of income origiﬁating in different sectors, particularly lhe agricultural and .

dndustrial sectors.

Agarwala (1 PP 72 85 attempts mainly to determme the outputs of agnculture and-<
mdustry Level of employment in the ‘non-agricultural sector is determmed by the suppiy: of oy
food- grams while income and therefore output is determmed by the stock of capxtal and labour
emp]oyed in this sector. But industries’ constltute the most important and the dynamic part of
“the non- agrlcultural sector (p:84). He uses the Cobb Douglas productlon function (wnth capltak.

Output ratio as the independent vana.ble) He makes the assumptlon of constant returns to scale.
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Chaudhary (5} uses a linear production function for determiningindustrial (non—
agricultural output), Current stock of capital, labour employed and a trend variable are used as

wxplanatory variables.

Like Chaudhary, Krishnamurty also determines industrial output by mesns of a.

linear function which-includes labour and the stock of'capital weighted by the'index of produc~-

“4ive capacity utiliséd as explanatory variables. However, eapltai—stock itself is estimated as para=

meter (5)

Chaudhary.and. Krishnamurti treat the output of mining, manufacturing and trade:
merumt of labour employed in the sector as a function of .capital per unit of labour weighted by

‘t/ ﬁhe index of productive capacity -utilised.. But, the initial, stock of capital is not an observed

variable. Initial stock of capital and cumulated mv,estme,nt; are ‘factored out and the initial stock:

‘of capital’is estimated as a parameter— (413{;)‘., 3. and Appendix).. .

Kanta Marwah | uses a smgle mput (labour) linéar production function to determine:

“1hie’ output of manufacturmg sector (5, p. 200) But in the modified and exfended vessien of the.
~model she employs an aggregatWe production function which relates net national product to Tag~
ged stock of capital weighted by ‘the capicity utilisation index. Capacity utilisation is a prexy of "

demand and it is determined’ by the ‘lagged ratio of the stocks and output of the manufactured
goods, lagged va]ues of i income and Velomty of money and the capacity utilised in the precedin g
year. Then the output of manufactures 1s treated as a lmear functien of income and the precedmg
year’s output of manufactures while the employment in the sector is determmed bv production:
»f the gector and the employment in the preceding year.

Other models of the Indian Economy attempt to determine the national income as a

whole rather than |ts sectoral componente (See 3, 5 13)

The present study, which is the part of a much larger study of the economy as a
~whole and which is only prehmmary to a detailed study of this particular sector is devoted to the

“study Ofthe determmants of income form the manufacturing industries alone. All the manufac-
“tuting industries are assumed to constitute onesingle sector, The assumption will be relaxed in

" the subsequent exercises, .

~£xplanatory Variables :

Domestic investment, changes in stocks, government expenditure and income gene- ..




The &sonomic ld&?ﬁé: ot l\lépal &
rated in agriculture and other allied activities have : been userl o esplain,the level .of man nfat;tn»'
ting output and changes thercin from 1950-51 to 1975-76. . Data for the study, hclV@ been taken~ »
from National Accounts Statistics, 1960-61 to 1972-73 and 1970-71 nnd 1975-76 and (3) :
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investment-v' SRR o

lnvestment happens to be one of tlﬂe most crumai element of final demand. Ina

dynamic system, in fact, investment plays a dual role On the one hand, 1t créntes additionak.
demand via income, and on the other hand, it creates capacity to produce on the supply side.
However, the two roles . are sequential .1ather than s1multaneous Whlle an act of m\eatment

creates immediate demand for investment goods and: demand for other goods v1a factor lncomes

due to lags in-production:it takes time-to increase supply. Longer the. productlon lags mvolved l / l
Lo

greater will be the tire required to.increase supplies, How long the lag Wlll be m reallty depends
ion lags for basxc ané

wpon the sector (s) to which investment is directed. . For example, gestat
heavy goods mdustrles are longer than those f01 light consumer goods 1ndustr1es Effectlve cons-

traints on development of a . developmg country like 1ndia donot lie either on the demand side -

¥

:aloneor on the supply side alone as 1s usually hvpothe51sed in developmental literature (c. f. 9),

for example) In. redllty, the constramts opera’e on both’ s1des of the market Those who emphasises
-githier demand alone or supply alone forget the essentldl but strong inter—x elationships that cha-
racterise mode rn economic structures Whereas the small  size of the market in'a developm g
country constitutes a bottleneck on the demand side, scarcity of mvestlble resources, particularly o

<apital, acts'as a majm bottleneck on the supply side. Investment can stimulate the process of
io nemnv the gripof some of the constraints. ‘

Stocks

Ctment investment determmes what addmonal capacity to pxoduce will be created
in a given period. 1t thus, leaves out of account the capamty that already exists::Stocks of capx*aL
‘can be taken 1o represent the existing productive-capacity. Stocks of the capxtal generally include
items of fixed capital like machinery; plants, buildings, structures, prOJects and the items of wor-
king capital like inventories of raw materials, goods-in process or sem1~ﬁmshed gocds and somm
amount of finished goods as well. like -~ investment, stocks. also reflect .both the condmons of
-demand and supply. Higher amounts of stocks of fixed capital in plant and equlpment etc repre— ;s
sent greater productive capacity while greater the stock of items of working capital like raw" “

. materials, slacker is likely to be the demand, and smaller their stocks, higher isthe Tlevel of '~

‘ﬂemand in the market.:
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-growth. Most of the investible resources have been moblhshed by the government pubhc invest~

--ment not only constitutes

~the government has often been acknowledged, it has seldom been quantrﬁed by detailed analysis

~for an exception. see 11).

_bgricultural Income
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ﬁovemmem Expendawm

Bver since Tndia became mdependent, ~ government has been acting as'an agent of

predominant pmportron of total investiient but it has al§o been geared
40 3ssume the <commanding heights’ of the economy and the government has taken over the
responsrbrhty of regulating and guiding " the economy.. - Government expendlture, has acqum‘e&

—vital links with all the sectors of the economy and plays a crusial role. Though the role played by

Despite massive efforts at mdustrrallsatron, agrrcu]ture still plays a dominant role is
2the Indian economy so far so that the overall performance of the entire economy is, by and
large, determined by the performance of the aszrrcultural sector. \f agncultural productron ‘records
hrgh growth, the rate of growth of the total economy is also high and on the other hand, if the
growth agriculture is neglible, the whole economy slides down Tt is because of the fact that agri-
~¢ultural income generates directly dem and for goods like fertilizers, agricultural machinery like
irrigation pumps, pesticides, cement etc. by promotmg mvestment in this sector, it also generatés
.demand via income for consumables like textiles, brcyles radios’ soaps etc. Besides agricultural
-output still accounts for a very hrgh proportion of national productron (33):In view of the above,

all these four varrables have been tried as detefmmants of the level'of - output of manufacturing

~“industries.

.Empirical Results

A regressron model Las been Tsed to analyse quantitative ~relationships between
-manufacturing output and the above exp!dnatory variables. Parametershave ‘been estimated by

~means of ordmary least squares techmque and all the usual a%sumptrons ‘that go - w1t1 it have

“been made,

~ As for the functional form, well prefer log hnear to srmple lmear fu-rlctiohs because
- the former determines change rather than the absolute level of the explamcd varrable Another
- point of interest-is the choice between the lagged and the current values of the explanarory varra— |
~ bles. 1n other sub—models, lagged values have been preferred to the currem ores because lagged
“values-are more useful than *he current ones for predrctron and also becanse the responses of
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<economic variables to  different stimuli are seldom instantaneous in reality, and lagged values-
alow, at least partly, the representation of the lag structures. Results are reported in Appen-~
dix B, and the selection of the preferred function along with other results is discussed in Appen--
dix A. ' ' '

From our several results of statlstxcal experiments, we bave selected the fol[owmg :

megression equation fo exp]am the changes in manhfacturmg output

LogO = 2,284 —}—35112 LogG

As thereis statistically significant auto-correlation involved, we assume that there igs>
muto-correlation of first order and transform the variables as follows: /

Log OF = P (Log O;" ~ Log o, ), and-
Log Gf =v P (Log Gt - Log th*l )
Where Pis the first order auto%orre}ation" coefﬁci’ent Equations (7) and (7a) both*

aare used for obtaining the adjusted series from which equatrons (7b) and’ (9) are  estimated by
OLS In both the cases, regression coefﬁments ate highly significant and high, aed auto-correla- -

tion is not significant. But the equatlon (9) 1mphes that it is the absolute level as well as changes i

the level of govemment expendlture in the precedmg permd which determmes the manufacturing

-eutput in the current period and that the government expenditure and changes in it in the current .
period do not affect it at all. The first assumption stretches the lag-structure a little bit far while .
the second denies any influence io the current activity which might be unrealistic. Matter of the :
fact is that even before the budger proposals are put forward they start influencing current deci- -

sions a bit, of course, on the basxs of antlclpated cbanges ‘But once the proposals are put for--

ward, they start affecting the course of the economy ‘and and effects of the actual changes in the-
current period over the preceding « one tend to “spread over the period as a whole. How ever, in
<ase of the equation (7b) lagged effects are allowed to get reflected via' ‘changes in  the current -
geriod over the preceding one. But this seems to us much less restrictive and more in tune which

geality then the assumptions .associated with equation (9).

Therefore we choose equat:on (7b) whlch lmpIIeS that one per cent mcrease in cur- -

gent. government e_x;:enduure wxll cause arf mcrease of 0 15 pcr cent’ m manufacturmg output :

Jbl

w

+
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wyhxch is mdependeni of all other’ explanatory variables Whlle an merease of one per'cent i

: government expendxture n current year 1elat1ve to “the precedmg year will ‘make output increase-
- by 0. 29 per cent. Thus the two components taken together accouot for () 44 per cent incréase in .
--output and the remammg plopornon of mcxease rs x‘(plamed mamlv by rhe level of output in ﬁlxe»
“preceding year. e '

Our results show that. industrial production in Indiais: determined mainliy by thes

“preceding periods output, current government expenditure and its rate of growth over preceding.
~year These results are in consonance with the observed predommance of public sector mdustnes;
-are public investment in the industrial structure of the economy

%

-APPENDIX A

STATISTICAL EXEERIMENTS ;. ADSCUSSION

R TS

From the ﬁrst four equatlons we ﬁnd that all the four explanatory variables exercise
8 great deal of influence upon. the output of manufacturmg mdustry In fact, the regressiom

~coeflicients are h]ghly significant in all the four cases. But the changes in stocks explain the smal-
lest amount of variation while the greatest amount of variation is ‘explained by government:

-expenditure, followed by mvestment and agncultuxal income respectlvely All the four equations..
-show significant auto- correlatxon Whlph anses due elther to mis- specxﬁcatlon of the functionak:

=form or exclusion of some lmportant exp]anatory variable (s) f: om the relatlon or errors” of mea-
~surement. ‘

Frst, we test an ~alternative functional from by means of equations (5) to (9). Log .
transformation does reduce auto-correlation in 3 out of 4 cases. : Besides, value of the coefficients -
-of determination in equations involving investment and government-expenditure as the explana— -
tory variable also improve quite a bit, particularly in equation-(7). - However, auto- correlatxon

=still continnes to be statrstlcally significant.-Ther¢fore, we test the second source of its presence.

Equatlon (]2) contams all the four explanatory vanables But only osie out of the
-~ four partral regressmn eoeﬂﬁcrents 1s statlstxcaliy srgmﬁcant Even theugh the - coeflicient of
: determlna‘aon has a greater value than its values in linear functxons it IS smaller than the values

) hown in 1og- hnear functlons (5) (7) ‘and (9). Be51des ‘auto- correlation remains significant-

: Further we suspect muln collmearlty Droppmg government expendrture as an’ explanatory
- Vauable, we get equatlon (13). All the partral regressrons coefficients i 1mprove marglnally
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However, the coefficient - attached to agricultural income is still not significant, The-
coefficients of determination and auto-correlation decrease negligibly only. Auto=—correlatnon is 4

stiil significant. Droppmg agricultural income as - an explanatory variable, we get equation {14).
while the value of R2 decreases auto-correlation increases and only one of the threeregression
.goefficients is significant. A much worse result than this is obtained by drooping changes in sto~
<ks as an explanatory variable. If we daop investment as an explanatory variable, we get only a--

sh ghtly better result than th1s Though to of the three regressxon coefficients are 51gn1ﬁcant auto--
correlation is also sxgmﬁcant An mteresﬁmg point to be noted is that agricultural income in altt
these results emerges as an explanatory variable which is not significant and there is no case m
which more than two regression coefficients are sxgmﬁcant Another intresting feature of these -
results is that it is only when either government expenditure alone or investment alone is present : \T
as an explanatory variable, with the other independent variable (s) in the function that the regre- -
ssion coefficient attached to them is significant whieh suggests high degree of inter-correlation:
betvseem them. These results lead us to -believe that only two of the three variables namely -
acbanges in stocks, investment . or government. expenditure may really explain the cdangesin
manufacturing output. The results also -strengthen our doubts about the approprlateness of ~
Jmear functlonal form Therefore, before examining two explanatmy variable cases, we turn to--

v ihe correspondmg log lirear functions of 3 and 4 explanatory variables.

quation (17) is definitely more satisfactory than equation (12) as (1) two regression:s “
coefficients instead of one are significant, (2) value of R2 has increased quite a bit and (3) auto- -
correlation test is inconclusive. If we drop investment form (17), we move to bequation (2h)in
whxch auto-correlation is not 51gn1ﬁcant leue of R2 islowered only negligibly. While the -

: regress:on coefficient attached to government expenditure increases in value, those attached to -

gncuitural income and stocks decrease. However these latter coefficients are not affected greatly. .

- Now if we examine relations (18), (19) and (20), we again find that the regression coefficient atta- -
<ched to investment is’ s1gmﬁcant only in equatxon (18) which excludes government expendxture. .
Same applles to the coefficient attached - to changes is stocks. On the other hand, exclusion of ~

- agrrcultunal incoine makes auto-correlation again. significant in equation (19) and its coeflicient -
dn (18) is significant at 19, probability level -whereas in those equatlons in Wthh this variable is - 4
present along with government expenditure, regression coefficient attached to itis significant only -

at 5% probab:hty level which - implies some inter=correlation between these two vanables also. ..

i‘(clﬂSlon of government expenditure in (18) makes all the three coefficients statistically. signifi- -

cant, while in the  rest of the equations, only one ot two regression coefficients are significant .




G ' Sri Prakash : Induetrial Production in Tndiz

Which imply all these variables act as a proxy of government expenditure when this variable

itself is excluded from the function. These results suggest that auto-correlation is mainly due to
mis-specification of the functional form and partly due te inclusion of an m—approprzafe varias
ble or the exclustion ef an lmportant explanatory variable.

Let us now examine cases containing two explahatory variables. In case of linear

-functions, we find only two equations (22).and (24) in which both regression cocfficients are sig=
niﬁcant Incidentally, stocks are a common variable in both these equations and one equatiofn:

mcludes investment while the other one includes government expenditure. Put both the regres-

_sion coefficients . are not sigoificant when  expenditure and investment are included toge-
ther in equation (21). Coefficient attached  to agriculture is not significant whenever it appears.

with sither investment or government expenditure. Auto-correlation is again significant in all the
-cases. These results finally rule out linear function as appropriate and prowdes further proof of

- the explanatory variables being strongly correlated with government expenditure,

Log linear functions containing two variables reveal by and large, the same pattern, The;ﬁ'

-are only two equations (29)iand (31) in which both the regression coefficients are gignificant.
Auto-correlation is significant in all cases except (31).Therefore, the choice could be between these -
two relations (29) and (31) only. But equation (29) shows the lowest value for R2 and highest
degree of auto-correlation among these cases. [t also excludles government expenditure which all.
the results of our experiments revealed as the most important explanatory variable. Therefore, it-
“1s the equation (31) which emerges as more satisfactory. However, the negative sign of the coeffi~
~gient attached to agricultural income is not the one whiéh is expected. Besides, if we compare A
1he values of the cdeﬁicient of determination and the regressic‘)n coefficient attached to governs
=en texpenditure in equations (7) and (31), we find that addition of agricultural income to (7) as.
an explanatory variable does not explain anything which is not explained by government expen.-
~diture. Therefore. we choose only government expenditure as the variable explaining manufactu-
ring eutput. This saves us mot = only from the statistical problem of multi-collinearity but also .
-ensures exclusion of variables which are revealed to be acting, at test, as the 'proxy for governs
:fnent expenditure.
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APPENDIX B
INDUSTRIAL PRODUCTION {INDIAj 11951-76)

O = 75.0086% 4 0.2025% k=1 ... o ..ol wioee o AR
£ (11.836)  (13.559) |
R% = 8845%  F 4183.84, « d = 0.2193%¢ -
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5.82) - (ILTD) ' '
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t (323 (11L12) -
R? = 8374  F =123.63, d = 0.2308%

Log O = 2.284* + 0.5112* Log G-1 ... wee oo e oo (T}
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B2 = 9328 F.—101.789, d = 0.7665%

O = 63.9824* - 0812% §-1 + 3218 K-1 +.1226 G-1... ... {12}
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O = 67.5312% — ,0637% S=1 - 4187% G-l oo re e oo (24)
T L) oD (9.41)

fRZ = ,9193* F =130.98, d = §513%*

O = TLO741* 1 0862 Y=1 ++ 2530* G-I ... .. .. .. (25)
t (695 (0.56) (2.90) ‘

» R* = 8910 F =0398,  d=.1549%

"Log O = 2.5325% - 1570 Log Y-1 -+ .6116* Log K-1 ... - -(26)
t (886  (-L19 694

R = 9474,  F=20724, d= 9852

“Log O = 2.3038% - 0898 Log K-1 -+ .5980* Log G-1 .. .. (27)

t  (2570)  (-0.80) (5.42)

R? — 9756 F =450.56, d = 1.0982¢%

Log O = 2.1457* — 0084 Log S-1 + .5401* Log K-1... ,.. (28)
t (1403 (-1.18) (1631
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R® = 9476, F =208.03, d — .6123%*

Log O = 1.3851% 4 .0215% Log S-1 + .6782* Log Y-1 ... ... (29)

£ (404 (2.18) (9.45)
R? — 8652, F =73.82, 4 — 4380%x
Log O = 2.2642% - 0020 Log S-1 -+ .5168% Log G-1... ... (30)
£ (23.00) (-043) (24.20) ‘
2 _ 9751% F = 45063, d = .8316%

R

Log O = 2.6081% ~.1627 , Log Y-1 + .6082* Log G=1... .. (31)
t (1495 (-2.09) (12.43)

2

R% = 9789, % F = 53411 d = 1.4026

) == Tadustrial Output
X = Domestic Investment
Y = Net Income Generate in Agricultural and Allied Activities.
s = Change in Stocks
G = Government Expenditure
Subseripts -1, -2 etc. stand for time period -1, ~2 efc.’ :
i = Ineonclusive
R~ Siguificant at 5% probability level < -

* = Py 29 100/@ t3 32
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