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Abstract 
 
Case-control studies can yield important scientific findings 
with relatively little time, money, and effort compared with 
other study designs. Investigators implement case-control 
studies more frequently than any other analytical 
epidemiological study. Unfortunately, case-control designs 
also tend to be more susceptible to biases than other 
comparative studies. Although easier to do, they are also 
easier to do wrong. A good design should aim to minimise 
error and bias. All remaining sources of error and bias 
should be recognised and decisively evaluated.  Case-
control studies that are well designed and carefully done 
can provide useful and reliable results. Investigators must, 
however, devote painstaking attention to the selection of 
control groups and to measurement of exposure 
information. When the number of cases is small, the ratio of 
controls to cases can be raised to improve the ability to find 

important differences. Although no ideal control group 
exists, readers need to think carefully about how 
representative the controls are. Poor choice of controls can 
lead to both wrong results and possible medical harm. 
Awareness of these key elements should help readers to 
identify the strengths and weaknesses of a properly 
reported study. 
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Background 

Case-control methodology is probably the most important 
contribution epidemiology has made to scientific thinking. 
Epidemiologists use them to study a huge variety of 
associations. Therefore, case-control study is an important 
element in medical research but availability of relevant 
literature in this topic is scanty. On a recent survey a few of 
them could be located

1-13
. Case-control study is a type of 

observational analytical epidemiological investigation in 
which the subjects are selected on the basis of whether 
they do (cases) or do not (controls) have a particular disease 
under study.  The groups are compared with respect to the 
proportion having a history of an exposure or characteristic 
of interest.  Case control studies synonyms are Case-
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comparison study, Case-referent study, Retrospective study, 
Trohoc study, Fishing expedition. 
 
Selection of Cases 

Newly diagnosed cases are preferred. Researcher should be 
considered incidence at time of diagnosis and Diagnostic 
criteria.  
 
Methods of Selecting Cases  

1. All incidence cases in defined population over specific 
time period

14
. 

2. All incidence cases seen at certain hospital over specific 
time period 
3. Cases seeking care from office-based physician 
4. Patients seen at pre-paid health plan 
5. Schools, places of employment, military service 
 
Selection of Controls      

It is the most difficult and most controversial aspect of 
study design. The control series is intended to provide an 
estimate of the exposure rate that would be expected to 
occur in the cases if there was no association between the 
study disease and exposure. Individuals selected as controls 
should not only be free of the disease, but should be similar 
to the cases in regard to the possibility of having past 
exposure during the time period of risk

15-17
.  

 
Methods of Selecting Controls  

1. Probability sample of population from which cases come. 
When possible, random samples of people without the 
disease can serve as controls. Random sampling should 
provide representative controls, and extrapolation of results 
to the study group is easily justified. On the other hand, 
population controls can be inappropriate when cases have 
not been completely identified in the population or when 
substantial numbers of potential controls cannot be 
reached. 
2. School rosters, selective service lists, insurance company 
lists, Neighbors of cases (Neighbourhood control generally 
are drawn in a specified pattern from the block in which the 
case lives). 
3. Friends, schoolmates, siblings, fellow-workers, Relatives 
(Relatives share many traits with cases. When genetic 
factors are deemed to be confounding, relatives have been 
used to control for this bias). 
4. Persons seeking medical care at the same institution as 
cases for condition not related to cases disease. 
 
Ascertainment of Exposure   

Ascertainment of Exposure can be done by Personal 
interviews, Existing records, Physical measurements and lab 
tests. 
 
Exposure   

Exposures we can classify as Yes / No, Intensity and Length 

of exposure. For example, in the case of smoking and cancer 
association study, exposure Smoking has two outcomes 
Yes/No. 
 
Measure of Effect  

Odds ratio is the Ratio of odds in favor of exposure among 
cases to odds in favor of exposure among controls

18
. Odds 

in favor of exposure among cases is (a / c). Odds in favor of 
exposure among controls is (b / d).  Odds ratio =  ratio of 2 
odds = (a / c)/ (b / d) = ad/bc. 
 
Bias  

Bias is Systematic (non random) error in a design or conduct 
of a study and that results in mistaken conclusions 
regarding the relationship between the exposure and the 
outcome. Types of Bias are Selection Bias, Information Bias, 
and Confounding

19
. 

 
Selection Bias 

Selection bias occurs when an investigator inadvertently 
assigns subjects to comparison groups such that they differ 
with respect to extraneous factors. Distortions that arise 
from Procedures used to select subjects, Factors that 
influence study participation and Systematic error in 
identifying / selecting subjects. In other words, If the 
probability of a case being selected into the study is 
influenced by exposure status of the individual, the study 
result will be biased. It is better to use incident cases in 
designing a case control studies rather than prevalent cases. 
Types of Selection Bias are Berkson Bias, Neyman Bias, 
Detection, Non-response Bias

19
. 

 
Berkson Bias (admission-rate bias) 

It results from differential rates of hospital admission for 
cases and controls. Knowledge of the exposure of interest 
might lead to an increased rate of admission to hospital

20
. 

 
Neyman Bias (incidence-prevalence bias) 
It arises when a gap in time occurs between exposure and 
selection of study participants. It crops up in studies of 
diseases that are quickly fatal, transient, or subclinical. It 
creates a case group not representative of cases in the 
community. 
 
Detection (unmasking) 
It is an exposure that might lead to a search for an outcome, 
as well as the outcome itself

21
. 

 
Non-response Bias 

It is another source of selection bias derives from patient or 
control refusal or non-response to inquiries requesting 
participation in a study. A refusal may be prompted by a 
temporary inconvenience in a person’s schedule, by a 
particularly frustrating day with an unusual number of 
aggravations, or by some subliminal distaste for the tone or 
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demeanor of the interviewer making the initial contact. 
 
Information Bias 

Information bias is also known as observation, classification, 
or measurement bias, resulting from incorrect 
determination of exposure or outcome, or both. In a case-
control study, information about exposure should be 
gathered in the same way for cases and controls. Cases can 
remember past history of exposure better than healthy 
controls. Types of Information Bias are Recall Bias and 
Diagnostic Suspicion Bias. 
 
Recall Bias 

Cases tend to search their memories to identify what might 
have caused their disease; healthy controls have no such 
motivation. Occurrence of any disease stimulates its 
members to provide information associated with disease. 
Thus information may depend on whether the control was a 
diseased or non diseased control. Disease itself may cause 
loss of memory and confusion.   
 
Diagnostic Suspicion Bias 

It implies that knowledge of a putative cause of disease 
might launch a more intensive search for the disease among 
those exposed.  e.g. If there are more frequent medical 
examinations, then there will be an increased chance of 
detecting uterine cancer.  
 
Controlling Bias 

 Choice of study population 
 Construction of valid questionnaires 
 Closed ended questionnaire 
 Blinding/ Masking 
 Standard Training 
 Written Protocols 
 Multiple sources of information 

 
Confounding 

A third factor which is related to both exposure and 
outcome. In any epidemiological study if one finds an 
association between two variables one need to bear in mind 
the possibility of being confounded by a third variable. A 
confounder is independent risk factors which also happen 
to be associated with the exposure factor under study.  A 
case control study on the association between alcohol 
intake and myocardial infarction can thus be confounded by 
smoking. Confounding can be avoided by matching cases 
and controls for the confounder. Case-control studies need 
to address confounding bias

22,23
. 

 
Methods to reduce Confounding 

In Design part, you should give emphasis to Randomization, 
Restriction and Matching apart from these in analysis part 
on stratified analysis and Multivariate analysis. 
 

Strengths 

1. It can examine multiple etiologic factors for a single 
disease. (e.g. cardiovascular diseases). 
2. It is optimal for the study of rare disease (e.g. leukaemia 
in adolescents). 
3. It is particularly well-suited to the evaluation of diseases 
with long latent period. (e.g. cancer). 
4. It is relatively quick and inexpensive compared with other 
analytical designs. 
 
Limitations 

1. It cannot directly compute incidence rates of disease in 
exposed and non-exposed individuals, unless study is 
population based. 
2. In some situations, the temporal relationship between 
exposure and disease may be difficult to establish. 
3. It is particularly prone to bias compared with other 
analytical designs, in particular selection and recall bias. 
4. It is difficult to assemble a representative case group and 
control group. 
 
Conclusion 

Case-control studies that are well designed and carefully 
done can provide useful and reliable results

24-27
. 

Investigators must, however, devote scrupulous attention 
to the selection of control groups and to measurement of 
exposure information. Awareness of these key elements 
should help readers to identify the strengths and 
weaknesses of a properly reported study. Accurate and 
thorough description of methods by investigators will result 
in reader confidence in their results. 
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